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Abstract: Heritage Harbor with YOLOv8 is a pioneering project aimed at conserving cultural heritage through a fusion of modern technology and traditional storytelling. Leveraging the advanced object detection capabilities of YOLOv8, this initiative focuses on the preservation of monuments by capturing their essence through audio narratives. By integrating audio tales with real-time object recognition, visitors are immersed in a rich, interactive experience that fosters a deeper appreciation for historical sites. This abstract outlines the methodology and objectives of the project, emphasizing the synergy between technology and cultural preservation. Through a combination of machine learning algorithms and curated storytelling, the project aims to revitalize interest in heritage sites while safeguarding them for future generations. Furthermore, it explores the potential for scalability and adaptability, envisioning a future where similar approaches can be applied to diverse cultural landscapes worldwide.
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1. INTRODUCTION

Vision based classification of objects has gained immense popularity in the past few years and is being used for a multitude of tasks ranging from face recognition to vehicle detection. While in the earlier days, this problem would have been solved by measuring the similarities between features of two images and classifying images with most matching features as belonging to the same class, automatic classification has now become possible, thanks to the sophisticated machine learning algorithms in use today. In this project, certain supervised machine learning classification techniques were applied to the exciting task of classification of different monument images based on their architecture. India, a country which has seen the rise and fall of several dynasties throughout the ages, has a rich architectural and cultural inheritance to behold. The history and heritage of every kingdom is greatly preserved in the monuments and buildings that were built during their reign. Decades later, while those dynasties no longer continue to exist, these preserved relics still flaunt the grandeur of those kingdoms through the uniqueness of their architecture. What is worth noting is that these architectural styles, though unique in themselves, are often inspired by others, which makes determining the architecture of a particular monument through visual observation a rather challenging task. In this project, an attempt to determine how well machine learning algorithms perform in such a situation was made. Local features have been found to be useful for learning the keypoints of an image in the past, and so the ORB local features were used in this project.
II. METHODOLOGY

The methodology for the proposed Detection of Gastrointestinal Lesion system would involve the following steps:

1. **Data Collection and Annotation:**
   - Gather a diverse dataset of images containing different monuments from various angles, lighting conditions, and perspectives.
   - Ensure that the dataset represents the real-world scenarios the model will encounter.
   - Annotate the collected images with bounding boxes around the monuments. Each bounding box should include information about the class label (e.g., the type of monument) and possibly additional attributes.

2. **Data Preprocessing:**
   - The dataset is then preprocessed, which involves tasks such as resizing, normalization, and augmentation to enhance the model's ability to generalize to different scenarios.
   - The dataset is organized into training, validation, and test sets to train and evaluate the model effectively.

3. **Model Architecture - YOLOv8: training**
   - Use the annotated and preprocessed dataset to train the YOLOv8 model.
   - Split the dataset into training and validation sets to monitor the model's performance during training.
   - Adjust hyperparameters, such as learning rate and batch size, based on validation performance.
   - YOLOv8, a state-of-the-art object detection model, is chosen for its efficiency and accuracy.

III. PROPOSED SYSTEM

The proposed system is designed as an end-to-end solution for the precise detection of monuments in various scenarios and conditions using an AI-based model. The key components of the system include YOLOv8 for object detection, Roboflow for data annotation, and Weights and Biases (Wandb) for experiment tracking. Additionally, a graphical user interface (GUI) based on Tkinter is integrated for real-time predictions and enhanced usability.

**Data Collection and Annotation:**
- Gather a diverse dataset of images containing different monuments from various angles, lighting conditions, and perspectives.
- Ensure that the dataset represents the real-world scenarios the model will encounter.
- Annotate the collected images with bounding boxes around the monuments. Each bounding box should include information about the class label (e.g., the type of monument) and possibly additional attributes.

**Data Preprocessing:**
- The dataset is then preprocessed, which involves tasks such as resizing, normalization, and augmentation to enhance the model's ability to generalize to different scenarios.
- The dataset is organized into training, validation, and test sets to train and evaluate the model effectively.

**Model Architecture - YOLOv8: training**
- Use the annotated and preprocessed dataset to train the YOLOv8 model.
- Split the dataset into training and validation sets to monitor the model's performance during training.
- Adjust hyperparameters, such as learning rate and batch size, based on validation performance.
- YOLOv8, a state-of-the-art object detection model, is chosen for its efficiency and accuracy.
The YOLOv8 variant is fine-tuned to adapt specifically to the task of monument preservation. YOLOv8 is the newest state-of-the-art YOLO model that can be used for object detection, image classification, and instance segmentation tasks. YOLOv8 was developed by Ultralytics, who also created the influential and industry-defining YOLOv5 model. YOLOv8 includes numerous architectural and developer experience changes and improvements over YOLOv5.

The YOLO (You Only Look Once) series of models has become famous in the computer vision world. YOLO’s fame is attributable to its considerable accuracy while maintaining a small model size. YOLO models can be trained on a single GPU, which makes it accessible to a wide range of developers. Machine learning practitioners can deploy it for low cost on edge hardware or in the cloud.

YOLO has been nurtured by the computer vision community since its first launch in 2015 by Joseph Redmond. In the early days (versions 1-4), YOLO was maintained in C code in a custom deep learning framework written by Redmond called Darknet. YOLOv8 achieves strong accuracy on COCO. For example, the YOLOv8m model -- the medium model -- achieves a 50.2% mAP when measured on COCO. When evaluated against Roboflow 100, a dataset that specifically evaluates model performance on various task-specific domains, YOLOv8 scored substantially better than YOLOv5. More information on this is provided in our performance analysis later in the article.

Furthermore, the developer-convenience features in YOLOv8 are significant. As opposed to other models where tasks are split across many different Python files that you can execute, YOLOv8 comes with a CLI that makes training a model more intuitive. This is in addition to a Python package that provides a more seamless coding experience than prior models.
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**Fig. 2.** The User Interface of Heritage harbor with yolov8: preserving monuments through audio tales.
Impact Factor: 7.53

Heritage Harbor with YOLOv8: Preserving Monuments Through Audio Tales" is a project that merges cutting-edge technology with cultural preservation. YOLOv8, a state-of-the-art object detection algorithm, is employed to recognize and identify monuments within Heritage Harbor. Once identified, these monuments are then linked to audio tales or narratives that delve into their historical significance, cultural context, and anecdotes associated with them. This innovative approach not only enhances the visitor experience by providing engaging audio content but also contributes to the preservation of heritage sites by fostering a deeper connection and understanding among visitors. Through this project, Heritage Harbor aims to safeguard its rich cultural heritage while embracing modern technological advancements.

V. CONCLUSION

This study introduces a groundbreaking application of AI technology, specifically YOLOv8, in the domain of monument detection. The integration of this advanced object detection model into the identification of historical landmarks represents a significant leap forward in the efficient preservation, study, and understanding of our cultural heritage. The central aim of the research is to establish a comprehensive AI-driven system capable of detecting and precisely localizing more than 10 distinct monuments within diverse and complex historical landscapes. By harnessing the state-of-the-art object recognition abilities of YOLOv8, the approach facilitates rapid identification and assessment, thereby enhancing heritage preservation and research practices. The system's performance is rigorously evaluated using advanced metric assessment techniques, providing continuous monitoring and real-time insights into detection accuracy, model behavior, and potential biases. This eliminates the need for external platforms, streamlining the process of making quick adjustments and refinements. This ensures an optimized and reliable monument detection solution. Ultimately, this research contributes significantly to the field of monument detection, heritage preservation, and historical research.
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