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Abstract: The incremental increase in the operation of technology has led to an increase in the quantum of 

data that's being reused over the Internet significantly over the time period. With the huge quantum of data 

that's being flown over the Internet, comes the script of furnishing security to the data, and this is where an 

Intrusion Detection System (IDS) comes into the picture and helps in detecting any virtual security pitfalls. 

Intrusion Detection System (IDS) is a system that monitors and analyzes data to descry any intrusion in the 

system or network. Interferers that find different ways to access into a network. The IDS which are being 

proposed is being enforced using technologies such as Machine Learning Algorithms to classify the attacks 

and detecting them whenever an attack happens and also to find which machine learning algorithm is 

suitable for detecting the attack. The Intrusion Detection System (IDS) plays an important part in deterring 

attacks. Still, arising technologies, like cloud computing, Internet of Things etc., induce a large volume of 

traffics, which may carry the inapplicable attributes that don't have any impact on discovery of assaults. To 

overcome these issues, features selection approaches (FSA) have been used to remove non- relevant 

features and find the important ones. 
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I. INTRODUCTION 

Network intrusion detection systems (NIDS) are a crucial component of modern cybersecurity infrastructure. They are 

designed to monitor network traffic for signs of potential security threats and to alert the administrator when such threats 

are detected. This can help prevent data breaches and other malicious activity, ensuring the security and integrity of the 

network. Machine learning is a type of artificial intelligence that involves training algorithms on large datasets to 

recognize patterns and make predictions. In the context of NIDS, machine learning algorithms can be trained on datasets 

of normal and malicious network traffic to learn the characteristics that distinguish the two types of traffic. Once trained, 

the algorithm can be used to classify new, unseen network traffic as normal or malicious. 

 

II. BACKGROUND STUDY (LITERATURE) 

Now-a-days internet has become an integral part of our everyday life and businesses, the world of business is linked to 

the internet. Each day, numerous companies use the Internet to profit from the modern business conception known as e-

business. thus, enhancing connectivity of modern businesses. While the Internet has provided companies and 

individuals the opportunity to connect to a large amount of population and has been profitable it also, comes with a 

downside that the companies digital infrastructure i.e., databases, network devices, etc., are vulnerable to data 

breaches, unauthorized access from malicious programs and hackers (or) “intruders”. 

These vulnerabilities open up the companies to legal action by their users for data breaches due to lack of proper digital 

security to protect the customer information. 

In addition to data breaches and unauthorized access, not having an IDS can also increase the risk of other forms of 

malicious activity, such as network attacks and malware infections. Network attacks involve efforts to disrupt or disable 

a network or system, and they can have serious consequences, including financial losses and damage to an 
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organization's reputation. Malware infections occur when a system is infected with malicious software, such as viruses 

or trojans, and they can also have serious consequences, including data theft and damage to the system. 

 

III. METHODOLOGY  

EXISTING SYSTEM 

There are several types of NIDS, including signature-based, anomaly-based, and hybrid systems. Signature-based NIDS 

rely on a database of known attack patterns or "signatures" to identify potential threats. These systems are effective at 

detecting well-known attacks, but they may not be able to identify new or previously unseen threats and depend upon the 

database to be updated regularly. Anomaly-based NIDS, on the other hand, monitor network activity and look for 

deviations from normal behavior. This allows them to detect previously unseen attacks, but they may have a higher rate 

of false positives and require more tuning to reduce false alarms. One important aspect of NIDS design is the trade-off 

between false negatives and false positives. A false negative is when the NIDS fails to detect a real attack, while a false 

positive is when the NIDS raises an alarm for a benign event. Balancing these two types of errors is a key challenge in 

NIDS design. It is important to minimize false negatives, as failing to detect a real attack can have serious 

consequences, but it is also important to minimize false positives, as excessive alarms can lead to "alert fatigue" and 

hinder the effectiveness of the NIDS. 

 

PROPOSED SYSTEM  

In the Proposed Intrusion Detection System (IDS) we use machine learning algorithms to create a model that are trained 

over the NSL-KDD dataset that is obtained from the Canadian Institute for Cybersecurity. It contains 125,974 samples 

of normal and abnormal behaviour in the network. 

In the proposed system we use the Support Vector Machine (SVM), K-Nearest Neighbours (KNN), Multi-Layer 

Perceptron (MLP) machine learning algorithms to train the detection model over the NSL-KDD dataset. 

We train the dataset over 3 types of machine learning models to improve the true positive rate of our detection system. 

 

IV. ALGORITHM 

In our NIDS one of the algorithms, we use is Support Vector Machine (SVM) algorithm with kernel type ‘linear’ for 

classification. SVM algorithm tries to find a ‘hyperplane’ in an n-dimensional plane that can separate the datapoints of 

the dataset. The number of dimensions depends upon the number of attributes that are given as input to the algorithm. 

The second algorithm that is used is K-Nearest Neighbour (KNN) algorithm which is mostly used for classification 

problems. KNN does not perform any action on the dataset during the training phase, only storing the dataset. When an 

input is given to classify then it classifies the input data into data which is similar to it. 

The third algorithm used is a deep learning algorithm, a Multi- Layer Perceptron (MLP) using a Sequential model. In 

MLP there are neurons which are connected to other neurons, these connections are assigned weights to indicate their 

significance. Neurons activate when activation function threshold is reached by an input. Learning in MLP is done 

through backpropagation through which each weight is fine- tuned to reach the target attribute. 

In our final dataset that given as input to these algorithms there are 93 attributes, but we only select the attributes which 

have a Pearson Correlation Co-efficient greater than 0.5 with the target attribute ‘intrusion’ 

Pearson Correlation Coefficient is calculated as: 

  
The attributes with correlation > 0.5 to the ‘intrusion’ attribute are: 
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count 0.613251 

logged_in 0.693770 

srv_serror_rate 0.710852 

serror_rate 0.712861 

dst_host_serror_rate 0.714247 

dst_host_same_srv_rate 0.716820 

dst_host_srv_serror_rate 0.717387 

dst_host_srv_count 0.718579 

same_srv_rate 0.798358 

intrusion 1.000000 

Table 4.1 Attribute correlation 

 

V. ARCHITECTURE 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig 5.1 System architecture 

Steps involved 

Step-1: Collecting the dataset. 

Step-2: Pre-processing the dataset which involves data normalization using Standard Scaler and encoding the dataset 

using one-hot-encoder. 

Step -3: Extracting the features that the models need to be trained  on  is  done  using  attributes  which  have   

correlation > 0.5 with the target attribute. 

Step-4: Split the dataset at ratio of 75/25 of training and test dataset respectively. 

Step-5: Training the Machine Learning models using the selected algorithms. 

Step-6: Evaluating the accuracy of the trained models with the test dataset using accuracy_score(). 
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VI. IMPLEMENTATION 

6.1 UML DIAGRAMS 

A. Use Case diagram 

The Network Intrusion Detection use case diagram represents how users interact with the system. It also represents how 

each module interacts with the other modules and also the relation between those modules 

Fig 6.1.1 Use case diagram 

 

B. Sequence diagram 

The Network Intrusion Detection sequence diagram shows the sequence in which each process occurs 

Fig 6.1.2 Sequence diagram 

 

C. Training module: 

Data Pre-processing 

Fig 6.2.1 Data pre-processing 
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Finding attributes with correlation >0.5 with target attribute and saving the final dataset multi_data to csv file. 

 
Fig 6.2.2 Feature extraction 

 

Creating a machine learning model using SVM with kernel mode as linear and saving the created model. 

 
Fig 6.2.3 Creating and training ML model with SVM 

 

Creating a MLP using a sequential model with adam optimizer and saving the created model. 

 
Fig 6.2.4 Creating and training Sequential model 
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Creating a machine learning model using K-NN with number of neighbors = 5 and saving the created model. 

 
Fig 6.2.5 Creating and training ML model with K-NN 

 

User Interface module 

Using streamlit create an interface to upload network status information as a csv file. 

 
Fig 6.2.6 User Interface using streamlit 

 

VII. RESULTS AND OUTPUTS 

Classification Report for SVM model 

 Precision Recall F1-score support 

Accuracy   0.96 31493 

macro avg 0.68 0.67 0.67 31493 

Weighted avg 0.95 0.95 0.95 31493 

Table 7.1 SVM Classification Report 

Classification Report for KNN model 

 Precision Recall F1-score support 

Accuracy   0.98 31493 

macro avg 0.85 0.79 0.81 31493 

Weighted avg 0.97 0.97 0.97 31493 

Table 7.2 K-NN Classification Report 

Classification Report for MLP (Sequential) 

 Precision Recall F1-score 

Accuracy 0.98 0.96 0.97 

Table 7.3 MLP(Sequential) Classification Report 
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User Interface 

Fig 7.1 Working demo of user interface 

Fig 7.2 Working demo of user interface 

Fig 7.3 Working demo of user interface 

 

VIII. CONCLUSION AND FUTURE WORK 

The proposed ML-based Network Intrusion Detection System offers the ability to detect intrusions into the network. The 

proposed system offers a higher accuracy in detection rate and the ability to detect previously unknown type of intrusions 

at a higher accuracy than traditional detection systems. Although this system may not completely deter intrusions but, it 

allows for early detection which can allow organizations to recover quickly from them. 

In the future combining the Intrusion Detection System with a Network Intrusion Prevention System which allows to 

actively prevent an on-going intrusion can bolster network security even more. 
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