
IJARSCT  ISSN (Online) 2581-9429 

    

 

         International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                             International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

 Volume 4, Issue 1, January 2024 

Copyright to IJARSCT  DOI: 10.48175/568                65 

www.ijarsct.co.in                                                   

Impact Factor: 7.53 

Audio to Sign Language Detection and Sign 

Language to Audio Detection 
Ms. Rupa Shinde1, Ms. Madhuri Patil2, Mr. Rahul Dhikale3, Ms. Sonali Jadhav4 

Department of Information Technology 

MVPS's Rajarshi Shahu Maharaj Polytechnic, Nashik, India 

 

Abstract: Every Language has syntax and set of rules for connecting words to make statements. In Sign 

Language, also, there are different signs used by deaf and dumb people for communicating with others. To 

make a conversation with the deaf and dumb people, we have to learn sign language which is a difficult 

task. If a person is speaking with a hearing impaired person, he may or may not understand the speaker and 

the speaker also cannot understand the sign language of the hearing impaired person. So, it is necessary to 

learn the Sign Language if a person wants to make an understandable conversation with the deaf and dumb 

people. This proposed model is a desktop-based app, designed and developed using Python programming 

language, and the technology used is Deep learning. Convolutional Neural Network (CNN) is a Deep 

Learning Technique used for analysing the camera feed and to detect the signs. This model is capable of 

taking inputs in both image and speech format and can convert the hand gestures into text form as well as 

the audio into sign language. Also, can recognize the letter written in the air. The output of this model is 

displayed on the screen of the user’s desktop in the form of text and images. The main aim of the proposed 

model is to bridge the communication gap between common people and the deaf and dumb people. The 

objective of this project is to achieve a state-of-the-art accuracy and bridge the communication gap 

between the normal people and physically challenged ones. 
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I. INTRODUCTION 

The proposed model uses Convolutional Neural Networks (CNN) a deep learning technique to recognize the hand 

gestures made by the user, and identification of the Hindi characters that are written on air using blue object. The CNN 

model is a neural network that contains layers which takes exactly one input and gives one output. These layers are 

grouped together and forms a network. The CNN model is mostly used for analysing the images and videos because it 

gives more accuracy in classification. The below shown figure is the architecture of CNN model.Sign language is the 

standard form of communication among the speech and hearing impaired. The region-wise division of the sign 

language helps the users to have a facile method to convey information. As the larger population of society does not 

understand sign language, the speech, and hearing impaired usually rely on the human translator. The availability and 

affordability of using a human interpreter might not be possible all the time. The best substitute would be an automated 

translator system that can read and interpret sign language and convert it into an understandable form. This translator 

would reduce the communication gap that exists among people in society. The Sign Language Recognition should be 

trained with many sign language data and its grammar for a smooth and uninterrupted sign language conversion. Every 

gesture created so far has a specific meaning and an application. Every sign language used all over the world is rich in 

grammar and vocabulary. SLR can be considered as a modified HCI model, where the system can read and process the 

hands’ movement. Such models would pave a path for barrier-free communication. This can be very helpful for the deaf 

and dumb people in communicating with others as knowing sign language is not something that is common to all, 

moreover, this can be extended to creating automatic editors, where the person can easily write by just their hand 

gestures. Sign Language is a form of communication used primarily by people hard of hearing or deaf. This type of 

gesture-based language allows people to convey ideas and thoughts easily overcoming the barriers caused by 

difficulties from hearing issues. The dumb and deaf people have the most common problem of communication with the 

normal people. The physically challenged people who are disabled to talk and hear need to find a way of 
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communication medium through which they can express their thoughts and solve their problems. Thus, to work upon it 

some experts designed a Sign Language. This language is different for different countries and then implemented it upon 

performing experiments over long times. The Indian Sign Language is probably the topic of study and interest. The 

thing is because of its simplicity and accuracy anyone can understand what the handicapped is trying to say. Sign 

Language Recognition (shortened generally as SLR) is a computational task that involves recognizing action from sign 

language. This is an essential problem to solve especially in the digital world to bridge the communication gap that is 

faced by people with hearing impairments. 

 

II. PURPOSE 

Prepare an Image Dataset of various images of Sing Language for the problem statement. he project begins by 

collecting a comprehensive dataset of ISL gestures, encompassing various hand movements, finger 

configurations, and facial expressions. 

 

III. OBJECTIVE OF SYSTEM 

It brings many benefits to all children regardless of whether they are deaf or struggling with their hearing. As well as 

helping children to communicate and fully express themselves, it also improves their social skills by increasing their 

confidence and self-esteem. Sign Language is a form of communication used primarily by people hard of hearing or 

deaf. This type of gesture-based language allows people to convey ideas and thoughts easily overcoming the barriers 

caused by difficulties from hearing issues. 

 

IV. PROPOSED SYSTEM 

The working of your Audio to Sign Language Detection. Here’s a high-level overview of how the system operates: 1. 

Input Data Set: - In this phase we are providing sample set to the system.2. Extract Key point Features: - Once an Input 

got done then start extracting key point from sample set. 3. Predict Audio to sign - In this phase we predict audio to 

sign. 4. Result - The result means detection phase. 

 

V. SYSTEM ARCHITECTURE 

 
In above Architecture we can see how to work  first of all we train data by image and sign we train more data so we can 

get more output, Dumb people use hand signs to communicate, hence normal people face problem in recognizing their 

language by signs made. Hence there is a need of the systems which recognizes the different signs and conveys the 

information to the normal people. 

This can be very helpful for the deaf and dumb people in communicating with others as knowing sign language is not 

something that is common to all, moreover, this can be extended to creating automatic editors, where the person can 

easily write by just their hand gestures 

 

VI. CONCLUSION 
 

Integration of sign language detection into virtual and augmented reality environments, allowing deaf and hard-of-

hearing individuals to interact seamlessly with immersive digital content and applications. 1. Integration of sign 

language detection into virtual and augmented reality environments, allowing deaf and hard-of-hearing individuals to 

interact seamlessly with immersive digital content and applications. 2.Incorporating sign language detection into smart 

devices and wearables, enabling realtime communication through devices like smart glasses or wristbands. This could 
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enhance accessibility in daily activities and communication. 3. Further integration of sign language detection into 

educational technology platforms, providing personalized learning experiences and assessments for students who use 

sign language.Sign language detection enables communication for individuals who are deaf or hard of hearing, making 

information more accessible in various settings, including education, workplaces, and public spaces. • The technology 

fosters inclusivity by bridging the communication gap between individuals who use sign language and those who may 

not be proficient in it. This inclusivity extends to both online and offline interactions. 
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