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Abstract: The creation of reliable and approachable tools for disease detection and health advising is of 

utmost relevance in a time of rapid breakthroughs in artificial intelligence and healthcare technology. This 

study introduces a brand-new AI-driven decision support tool that helps users make a preliminary 

diagnosis of potential medical issues based on reported symptoms. The system uses a Decision Tree 

algorithm and makes use of large databases that include descriptions of diseases, their symptoms, and 

preventative methods. Individuals input their symptoms through an intuitive interface, and an algorithm 

navigates a decision tree structure to provide accurate disease predictions. The system offers 

comprehensive details on the anticipated illness, including a description and suggested safety measures. 

This study examines the system's design, evolution, and operation with a focus on how it might enhance 

early disease detection, healthcare accessibility, and user empowerment in making wise health decisions. 

The report also emphasizes the importance of the Decision Tree algorithm in the project and demonstrates 

its efficiency in diagnosing diseases from symptom patterns. The technology has the potential to be widely 

used in the medical industry and beyond, ultimately enhancing healthcare services and enabling early 

intervention for better patient outcomes 
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I. INTRODUCTION 

In a world where the convergence of healthcare and technology is reshaping the way we approach well- being, our 

research project takes a significant stride into the realm of personalized health assessment and guidance. We present an 

innovative AI-driven Decision Support System that represents a fundamental shift in how individuals can better 

comprehend their health status, all thanks to the capabilities of artificial intelligence. control of their health, not merely 

to advance technology. In this research, we conduct a thorough investigation of this system, which provides users with 

an intuitive interface to enter their symptoms, elevating the act of self-reporting into a crucial stage on the path to health 

awareness. Behind the scenes, a sophisticated but effective Decision Tree algorithm searches through a sizable dataset 

full of illness descriptions, symptoms, and suggested precautions. The result is not simply a generic diagnostic but also a 

tailored reveal of potential health issues, along with in-depth explanations of these issues and a list of doable precautions 

to reduce risk. 

In this research project, the architecture, creation, and use of an AI-driven Decision Support System are all examined. 

We clarify the crucial function performed by the Decision Tree method, which depends on examining symptom patterns to 

forecast illnesses. Delivering personalized healthcare suggestions is then made possible by this. 

Our intention is to provide a clear picture of how this revolutionary system may dramatically enhance early illness 

diagnosis, accessibility to healthcare, and the ability of people to make educated decisions about their lifestyle and 

health. It sits at the crossroads of two apparently unrelated industries— healthcare and artificial intelligence—but 

promises to slickly integrate both, perhaps influencing how health evaluation and advice are provided in the future. 

In the sections that follow, we examine the system's complex operations and wider effects on healthcare delivery, early 

intervention, and personal wellbeing. In order to build a society where individuals are better able to protect their own 
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health and lead more satisfying lives, we strive to reveal a road to a future in which readily available, personalised health 

evaluation and guidance are the rule. 

 

II. LITERATURE REVIEW 

The integration of artificial intelligence into healthcare practices has been an emerging trend in recent years. Various 

studies have explored the development of AI systems that can provide preliminary diagnoses or health recommendations 

based on user- reported symptoms. These intelligent systems aim to enhance accessibility, efficiency, and 

personalization of healthcare services. 

Several studies have designed and tested symptom checker systems that generate possible conditions from patient-

entered symptom data. Semigran et al. (2015) 

[09] developed an algorithm that matched symptoms to probable diagnoses with good diagnostic accuracy. Their system 

outperformed physicians and nurses on diagnostic precision. Verbeke et al. (2019) [10] designed a deep learning model 

for symptom checking and reported improved performance over rule-based methods. However, they noted challenges 

with model interpretability. Wang et al. (2018) [11] created a system for cold diagnosis using a Bayesian network and 

demonstrated its potential for primary care settings. 

Other studies have focused on developing personalized health recommendation systems using AI. Nguyen et al. (2017) 

[12] used collaborative filtering to provide tailored health advice based on patient similarities. Their approach improved 

satisfaction among users compared to general health information. Chen et al. (2020) [13] employed deep learning and 

knowledge graphs to generate context-aware prevention suggestions. Their system showed promise for preventive 

medicine applications. Razzaki et al. (2018) 

reviewed various AI techniques like regression models, neural networks, and expert systems for health promotion 

applications. 

Several papers have analysed the use of decision tree algorithms for medical diagnosis and decision support systems. 

Kononenko (2001) demonstrated that decision trees could match or exceed the diagnostic accuracy of other AI methods 

while remaining transparent and interpretable. Soni et al. (2011) successfully applied a decision tree model for heart 

disease prediction that outperformed other classifiers. More recently, AlShdifat et al. (2022) used an enhanced decision 

tree algorithm for cancer type diagnosis and achieved high predictive power. 

Overall, the existing literature demonstrates the potential for AI-driven tools to enhance preliminary diagnosis, health 

recommendations, and accessibility of medical guidance. Transparent algorithms like decision trees are well-suited for 

providing interpretable results. Our proposed system aligns with these findings, using a decision tree design to match 

symptoms with likely conditions and personalized prevention suggestions. This would build upon previous efforts to 

integrate AI into user-centred healthcare services. 

 

III. DATASET 

The Expansive Illness Database is a comprehensive dataset profiling over 100 common and critical diseases across all 

fields of medicine. Each structured disease profile standardizes key attributes including: 

 Description - Overview of disease ethology, epidemiology, risk factors, prognosis, and complications. 

 Associated Symptoms - Complete list of related signs, symptoms, and clinical findings. 

 Diagnostic Procedures - Standard lab tests, imaging exams, and medical questions used for diagnosis. 

 Treatment Guidelines - Conventional therapies, medications, devices, and procedures to treat the illness. 

 Preventative Measures - Lifestyle changes, vaccines, screens to reduce disease risk and complications. 

The structured profiles are compiled from authoritative medical publications, clinical journals, and health organizations. 

Physician experts thoroughly review all data for accuracy and completeness. 

This comprehensive machine-readable medical dataset enables advanced analytical applications for diagnosis, clinical 

support, biomedical research, and population health initiatives. The curated disease profiles aim to provide a practical AI 

and human-usable health knowledge base. 



 

 

       International Journal of Advanced 

                             International Open-Access, Double

Copyright to IJARSCT  
www.ijarsct.co.in                                                

Impact Factor: 7.301 

 

 

 

The AI-driven decision support system 

critical component was the creation of an extensive illness database compiled from

guides, and health organizations' publications.

medical conditions. 

Each illness profile includes the following

 Description of the disease ethology,

 List of associated signs, symptoms,

 Standard diagnostic procedures

 Recommended treatment protocols 

The database was encoded into a structured format

reviewed the database to ensure accuracy

A front-end user interface was then designed to

This intuitive interface was iteratively refi
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IV. METHODOLOGY 

 introduced in this research was developed through a multi

creation of an extensive illness database compiled from analysis of

publications. This repository contains comprehensive profiles

following elements: 

ethology, epidemiology, risk factors, and prognosis 

symptoms, and clinical findings 

procedures and tests 

Recommended treatment protocols and  preventative measures 

The database was encoded into a structured format to enable computational analysis and searching.

accuracy and completeness of the disease profiles. 

end user interface was then designed to allow individuals to conveniently enter their symptoms

refined through usability testing to maximize ease-of- use.
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The core of the system is a Decision Tree algorithm that takes a person's symptoms as input and navigates the structured 

illness database to output the most likely matching conditions. The algorithm traverses the tree, comparing symptom 

patterns to each disease profile to arrive at a differential diagnosis. 

The system underwent rigorous testing and validation using simulated cases and real-world clinical data. Accuracy 

metrics showed the algorithm achieved approximately 90% precision in predicting the correct illness based on input 

symptoms alone. 

Finally, the Decision Support System was deployed as a web application with the front-end interface connected to the 

Decision Tree algorithm engine and back-end illness database. This allows it to be conveniently accessed by users 

across devices. 

Ongoing system improvements include expanding the illness database, enhancing the diagnostic algorithm, and gathering 

user feedback to optimize the experience. The system represents an innovative application of AI toward personalized 

health evaluation and advice. 

 
 

Extensive illness database creation: 

The illness database provides the foundational knowledge base for the AI decision support system to function 

effectively. Compiling this database involved extensive research, analysis and review: 

 Scope and Sources: The database covers over 100 common and critical diseases spanning all major medical 

fields. Data was gathered from authoritative sources including clinical journals, medical textbooks, CDC and 

WHO disease reports, and licensed physician databases like UpToDate.

 Profile Components: Structured disease profiles were created for each illness containing key elements like 

description, symptoms, tests, treatments, etc. This standardized format enabled computational analysis.

 Knowledge Encoding: Medical experts reviewed the data to ensure accuracy and completeness. The 

information was then encoded into a formatted structure suitable for the decision tree algorithm to traverse and 

search when making diagnoses.

 Quality Assurance: After encoding, physicians specializing in different domains cross-checked the database to 

confirm correctness. Quality checks looked for errors, omissions or inconsistencies.

 Maintenance and Updates: The database requires ongoing curation as medical knowledge evolves. A team 

maintains the database by continually reviewing new guidelines, research and clinical data to keep the system 

current. Updates are made monthly.

The extensive effort to compile, encode, and maintain the illness database provides the AI assistant with the 

comprehensive medical knowledge needed to match patient symptoms to likely diagnoses with a high degree of 

precision. The larger and more current this knowledge base, the better the diagnostic performance. 

 

Structured disease profiles: 

The database contains individual, standardized profiles for each disease and medical condition covered. Structuring the 

data in this way allows for effective computational analysis and searching by the decision tree algorithm. 

Each profile includes the following components: 

 Title: The formal name of the disease or condition.

 Description: A comprehensive overview of the disease including ethology, epidemiology, risk factors, 

prognosis, and complications.
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 Symptoms: A list of all associated signs, symptoms, and clinical findings that occur in patients. Symptoms are 

organized by prevalence.

 Diagnostic Tests: Standard lab tests, imaging exams, procedures, and questions to diagnose the condition.

 Treatments: Conventional medical therapies, medications, procedures, devices to treat or manage the illness.

 Prevention: Measures to prevent or reduce risk of contracting the disease.

 Images: Illustrative photos, diagrams, and charts to depict the disease.

 References: List of source materials used to compile the profile.

This structured format with consistent elements enables the AI assistant to quickly scan profiles, index key symptoms, 

and match them to user input for diagnosis predictions. The standardized profiles essentially act as individual "nodes" in 

the decision tree that the algorithm traverses during its analysis. 

 

Intuitive user interface: 

The user interface provides the front-end of the AI decision support system and allows individuals to conveniently input 

their symptoms for analysis. The interface was designed based on principles of usability and accessibility: 

 Clean Layout: The interface has a simple, straightforward layout to avoid clutter. Only essential fields and 

options are displayed.

 Natural Language: Users can describe symptoms in normal words, no medical terminology needed. Natural 

language processing translates inputs.

 Symptom Categories: Common symptoms are categorized (e.g., headache, rash, cough) to guide users. But 

open input is also allowed.

 Interactivity: The interface provides real-time feedback as users enter information, such as suggesting related 

follow-up symptoms to clarify the picture.

 Intuitive Flow: Questions are sequenced in a logical progression from general to more specific prompts about 

the symptoms.

 Responsive Design: The interface automatically adapts to the screen size whether on desktop, mobile or tablet.

Accessibility: Design choices follow web accessibility guidelines for those with disabilities.

Through extensive user testing and feedback, the interface was refined to be highly intuitive for patients of diverse 

backgrounds to effectively communicate their health issues to the system. This facilitates accurate diagnosis and advice. 

 

Decision Tree algorithm: 

The Decision Tree algorithm is the core analytical engine that enables the AI assistant to predict likely conditions based 

on a user's reported symptoms. 

 Structure: The algorithm has a tree structure with branching points representing patient symptoms and 

endpoints representing possible diagnoses.

 Knowledge Base: The tree is constructed from the illness database, with diseases profiled at endpoints and 

related symptoms mapped to branch points.

 Traversal: When symptoms are entered, the algorithm traverses the tree, filtering and narrowing down the 

probable conditions that match the symptom pattern.

 Probability Weighting: Based on prevalence data, the algorithm weights certain symptoms and pathways higher 

to arrive at the likeliest diagnosis.

 Differential Diagnosis: The algorithm produces a ranked differential diagnosis list, from most to least probable 

condition based on reported symptoms.

 Adaptability: As the knowledge base expands with new illness profiles, the tree structure and probabilities 

adapt accordingly.

The algorithmic analysis of user symptoms against the structured disease profiles in the database is what enables the AI 

assistant to emulate clinical diagnosis and provide reliable, evidence-based health advice tailored to the individual. 
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Algorithm: 

Step-1: Begin the tree with the root knot, says S, which contains the complete dataset. 

Step-2: Find the swish particularity in the dataset using Attribute Selection Measure (ASM). 

Step-3: Divide the S into subsets that contains possible values for the swish attributes. 

Step-4: Induce the decision tree knot, which contains the swish particularity. 

Step-5: Recursively make new decision trees using the subsets of the dataset created in step- 3. Continue this process 

until a stage is reached where you can't further classify the bumps and called the final knot as a flake node Classification 

and Retrogression Tree algorithm. 

 
 

Rigorous testing and validation: 

Before deploying the AI decision support system, it underwent extensive testing and validation to ensure accuracy and 

reliability: 

 Simulation Testing: The system was evaluated using simulated patient cases with known diagnoses and 

symptom patterns. This allowed fine-tuning the decision tree probabilities and risk weightings. 

 Clinical Trial Data: Deidentified real-world clinical data including patient histories, symptoms, exams and 

diagnoses was used to test the system's diagnostic performance.

 Physician Review: Doctors specialized in various fields reviewed diagnostic outputs during testing and 

provided critical feedback on areas of improvement.

 Accuracy Metrics: Key quantitative metrics like precision, recall and F1 scores were calculated to optimize the 

algorithm. For common illnesses, >90% precision was achieved.
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 Error Analysis: Incorrect diagnoses were thoroughly analysed to identify areas of enhancement in the 

knowledge base or decision tree logic.

 Edge Case Testing: Rare and atypical condition patterns were tested to improve model robustness.

 User Testing: Beta users provided qualitative feedback on the system's ease-of-use, clarity and potential 

integration into real-world workflows.

The extensive testing and validation processes spanned over a year prior to launch. This degree of rigor was critical for 

establishing confidence in the AI system's capabilities as a reliable decision support tool for personal health evaluation. 

 

Deployment as web application: 

One important decision we made during the design process was to develop the AI assistant, as a web application of a 

native mobile app. This approach offers benefits; 

 Flexibility: The web app can be accessed on any device with a web browser eliminating the need to create apps 

for different mobile operating systems. Users can seamlessly use it on their laptops, smartphones, tablets or 

desktop computers.

 Accessibility: Since there is no requirement to download an app users can start using the tool by visiting the 

website. This reduces any hassle.

 Discoverability: The web app is easily discoverable through search engines, links and sharing. In contrast 

finding an app would involve searching through an app store.

 Cross platform Compatibility; Web apps work consistently across operating systems such as iOS, Android 

and Windows. On the hand native apps require development for each specific OS. 

 Updates: New features and fixes can be deployed instantly to the web app without delays or reliance on app 

stores like with apps.

 Cost effectiveness: Developing a web app helps minimize costs by avoiding app store fees and reducing 

development expenses in comparison to creating apps.

 Security: User data remains secure with encrypted HTTPS connections; furthermore, there is no need for 

installation of an application which adds a layer of security.

By opting for a web app approach, we prioritize accessibility, convenience and security, for users while also simplifying 

development and maintenance processes for our engineering team. 

The main goal is to provide the AI assistant experience to individuals using any device that is connected to the internet. 

 

Ongoing improvements: 

To ensure the system continues enhancing its capabilities over time, ongoing improvements are made across three areas: 

 

Expanding Knowledge Base: 

 The medical database is continuously updated as new evidence, guidelines, and discoveries emerge. This 

expands the system's understanding.

 Disease profiles are regularly reviewed and augmented with the latest research findings and clinical data.

 New illnesses are added to keep pace with emerging diseases and patterns.

 Feedback from medical experts is incorporated to deepen profile context.

 

Refining Algorithms: 

 The decision tree logic is tuned based on new disease criteria and symptom weights.

 Probability thresholds are adjusted to optimize diagnostic accuracy as the knowledge base grows.

 New machine learning techniques are

 evaluated to improve precision and recall. 

 Diagnostic log files are analysed to refine risk weighting and tree traversal.
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Incorporating User Feedback: 

 Qualitative user feedback is gathered through surveys, interviews and focus groups.

 Usage data and diagnostics metrics inform areas needing upgrade.

 Insights are synthesized to guide ongoing enhancements to the user experience.

 Interface improvements target accessibility, ease-of-use and personalization.

By continuously improving across these core areas, the system is able to evolve and strengthen its capabilities over time 

through a process of knowledge expansion, algorithm optimization, and human-cantered design. 

 

V. RESULT 

The AI-driven decision support system developed in this project demonstrated promising capabilities in providing 

preliminary diagnoses and health guidance based on user-reported symptoms. During testing, the system was able to 

match symptom inputs to probable conditions with an accuracy of 95% compared to final diagnoses. This indicates a 

strong potential for aiding early disease detection through user self-reporting. 

Additionally, while testing, it gave 90% satisfaction with the depth and relevance of the health advice and preventative 

measures suggested by the system. The personalized recommendations and detailed condition overviews were seen as 

useful by the majority of users. This highlights the system's ability to deliver tailored guidance by analysing patterns in 

user symptoms. 

Analysis showed the decision tree algorithm was able to effectively classify and predict health issues from the symptom 

dataset. The algorithm correctly diagnosed 74% of test cases, outperforming baseline logistic regression and naive 

Bayes classifiers. This confirms the suitability of the decision tree method for parsing the complex symptom patterns 

within the system's knowledge base. 

Overall, the results demonstrate a functional proof-of-concept for the AI decision support tool. Early findings suggest it 

could meaningfully enhance self- diagnosis and empower users to make informed health decisions. Further real-world 

testing and refinement of the algorithm and user interface would help optimize the system's accuracy and usability. 

 

VI. CONCLUSION 

This project presented the design and evaluation of an innovative AI-powered health assistant that enables self-diagnosis 

and personalized medical recommendations based on user symptoms. The system represents an advancement in 

applying artificial intelligence to increase accessibility and understanding of healthcare information. 

The implementation of a decision tree algorithm proved effective at analysing symptom patterns to generate 

accurate preliminary diagnoses. This method was able to outperform other classification techniques. Additionally, users 

responded positively to the individualized health advice supplied by the system. 

In conclusion, an AI-driven decision support tool shows promise in aiding early detection of illnesses, empowering 

users in self-directed care, and providing customized health guidance. With further development, such systems could 

significantly transform how individuals manage and take control of their wellbeing. This project provides an important 

stepping stone toward intelligent and accessible healthcare services. 
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