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Abstract: As the proliferation of digital technology continues, the threat landscape for Windows operating 

systems has become increasingly complex. Malicious applications, including viruses, ransomware, and 

spyware, pose a significant risk to both individuals and organizations. To combat this growing threat, there 

is a pressing need for effective and efficient methods for detecting and mitigating malicious applications. 

This research paper presents an innovative approach to Malicious Application Detection in Windows using 

Support Vector Machine (SVM) algorithms. SVM is a powerful machine learning technique that has been 

successfully applied in various classification tasks, including malware detection. The primary objective of 

this study is to develop a robust and reliable system that can differentiate between benign and malicious 

applications in a Windows environment. We start by collecting a comprehensive dataset of Windows 

applications, comprising both legitimate and malicious software samples. Feature extraction techniques are 

employed to convert the application data into a suitable format for SVM analysis. These features may 

include file attributes, system call sequences, and behaviour analysis metrics. 
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I. INTRODUCTION 

Malicious application detection is a critical aspect of computer security, especially in the Windows operating system 

environment, which is a prime target for various forms of malware and malicious software. One effective method for 

detecting and classifying malicious applications is through the use of machine learning algorithms, with Support Vector 

Machines (SVM) beinga popular choice. In this introduction, we will discuss the importance of detecting malicious 

applications in Windows and how SVM can be leveraged for this purpose. 

 

II. OBJECTIVE 

We employ the Windows Dataset to find malicious software. We input a Windows data collection, which is then 

subjected to preprocessing. After both phases are complete, we employ the SVM technique to classify and detect 

malicious applications during the segmentation step. 

 

III. LITERATURE SURVEY 

Sr.No Publication Detail Methodology 

Algorithm 

Dataset Accuracy Research Gap 

Identification 

1 Detecting Malicious 

Attacks Exploiting 

Hardware 

Vulnerabilities Using 

Performance Counters 

Machine 

Learning 

Classifiers 

 

Android Malware Dataset 

for Machine Learning 

Promising 

accuracy 

(exact 

value not 

provided) 

Hardware-level 

vulnerability 

detection 

2 Detection of Malware 

Using SVM 

Linear SVM Malware Classification 

Dataset 

72-86 % Not specified 

3 Practical Automated Not specified Not specified 80% Automated Detection 
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Detection of Malicious 

npm Packages 

of Malicious npm 

Packages 

4 Significance of 

Machine Learning for 

Detection of Malicious 

Websites on an 

Unbalanced Dataset 

ARF Unbalanced dataset 92%  to 

95% 

The significance of 

machine learning in 

addressing 

unbalanced datasets 

5 Efficient Intrusion 

Detection of Malicious 

Node Using Bayesian 

Hybrid Detection in 

MANET 

Bayesian 

Hybrid 

Detection 

Not specified 95% Combining anomaly-

based and 

signaturebased 

intrusion detection in 

MANETs 

6 Detection of Malicious 

Software by Analyzing 

Distinct Artifacts 

Using Machine 

Learning and Deep 

Learning Algorithms 

Machine 

Learning and 

Deep 

Learning 

Algorithms 

Not specified 97% Leveraging machine 

learning and deep 

learning for malware 

detection 

7 Detecting Malicious 

Android Applications 

Based on API Calls 

and Permissions Using 

Machine Learning 

Algorithms 

Na Datasetfeaturescategories 96% Comparing and 

analyzing different 

Android malware 

detection systems 

8 Resilient Consensus of 

Multiagent Systems 

Under Malicious 

Attacks: Appointed-

Time Observer-Based 

Approach 

Appointed-

Time 

Observer-

Based 

Approach 

Not specified Not 

specified 

Achieving resilient 

consensus in 

multiagent systems 

9 Detecting Malicious 

Attacks Exploiting 

Hardware 

Vulnerabilities Using 

Performance Counters 

Machine 

Learning 

Classifiers 

Datasetfeaturescategories 96% Hardware-level 

vulnerability 

detection 

10 Security to Wireless 

Sensor Networks 

Against Malicious 

Attacks Using 

Hamming Residue 

Method 

Hamming 

Residue 

Method 

(HRM) 

Malware Classification 

Dataset 

50% Not specified 

 

IV. ALGORITHMIC SURVEY 

Sr no Algorithm Name Strategy used Accuracy Time complexity Space complexity 

1 Signature based detection Pattern matching 90% O(n * m) O(m) 
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2 Anomaly Detection Baseline 

Deviation 

75 % to 90 % O(n *log(n)) O(n) 

3 Behavioural analysis Learning From 

Behaviour 

92% O(n *log(n)) O(n) 

4 Feature Extraction Feature 

Engineering 

75% to 89% O(m * log(m)) O(m) 

5 Deep learning Neural network 95% O(m * log(m) O(m) 

6 Natural language 

processing (NLP) 

Text analysis 85% to 92% O(n*log(n)) O(n) 

7 Reinforcement learning Dynamic 

dessison 

optimization 

75% to 89% O(k * log (k)) O(k) 

8 Deep learning for 

sequence data 

LSTM and 

sequence 

analysis 

80% to 95% O(p * log(p) O(p) 

 

V. CONCLUSION 

A project focused on malicious application detection in Windows using the Support Vector Machine (SVM) algorithm 

is a critical initiative in the realm of cyber security. Such a project seeks to address the evolving threats posed by 

malicious software to Windows-based systems, aiming to enhance security, protect user data, and ensure the integrity of 

Windows environments. SVM is a popular choice for this task due to its ability to create an optimal hyperplane that 

maximizes the margin between different classes of data, making it effective for binary classification problems like 

benign vs. malicious application detection. However, it’s worth noting that this is just one approach, and there are other 

machine learning and deep learning methods used for similar purposes in the field of cybersecurity. 
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