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Abstract: With the continuous evolve of E-commerce systems, online reviews are mainly considered as a 

crucial factor for building and maintaining a good reputation. Moreover, they have an effective role in the 

decision making process for end users. Usually, a positive review for a target object attracts more 

customers and lead to high increase in sales. Nowadays, deceptive or fake reviews are deliberately written 

to build virtual reputation and attracting potential customers. Thus, identifying fake reviews is a vivid and 

ongoing research area. Identifying fake reviews depends not only on the key features of the reviews but also 

on the behaviors of the reviewers. This paper proposes a machine learning approach to identify fake 

reviews. In addition to the features extraction process of the reviews, this paper applies several features 

engineering to extract various behaviors of the reviewers. The paper compares the performance of several 

experiments done on a real Yelp dataset of restaurants reviews with and without features extracted from 

users behaviors. In both cases, we compare the performance of several classifiers; KNN, Naive Bayes (NB), 

SVM, Logistic Regression and Random forest. Also, different language models of n-gram in particular bi-

gram and tri-gram are taken into considerations during the evaluations. The results reveal that KNN(K=7) 

outperforms the rest of classifiers in terms of f-score achieving best f-score 82.40%. The results show that 

the f-score has increased by 3.80% when taking the extracted reviewers behavioral features into 

consideration. 
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I. INTRODUCTION 

Nowadays, when customers want to draw a decision about services or products, reviews become the main source of 

their information. For example, when customers take the initiation to book a hotel, they read the reviews on the 

opinions of other customers on the hotel services. Depending on the feedback of the reviews, they decide to book room 

or not. If they came to a positive feedback from the reviews, they probably proceed to book the room. Thus, historical 

reviews became very credible sources of information to most people in several online services. Since, reviews are 

considered forms of sharing authentic feedback about positive or negative services, any attempt to manipulate those 

reviews by writing misleading or inauthentic content is considered as deceptive action and such reviews are labeled as 

fake [1]. Such case leads us to think what if not all the written reviews are honest or credible. What if some of these 

reviews are fake. Thus, detecting fake review has become and still in the state of active and required research area [2]. 

Machine learning techniques can provide a big contribution to detect fake reviews of web contents. Generally, web 

mining techniques [3] find and extract useful information using several machine learning algorithms. One of the web 

mining tasks is content mining. A traditional example of content mining is opinion mining [4] which is concerned of 

finding the sentiment of text (positive or negative) by machine learning where a classifier is trained to analyze the 

features of the reviews together with the sentiments. Usually, fake reviews detection depends not only on the category 

of reviews but also on certain features that are not directly connected to the content. Building features of reviews 

normally involves text and natural language processing NLP. However, fake reviews may require building other 

features linked to the reviewer himself like for example review time/date or his writing styles. Thus the successful fake 

reviews detection lies on the construction of meaningful features extraction of the reviewers. To this end, this paper 

applies several machine learning classifiers to identify fake reviews based on the content of the reviews as well as 

several extracted features from the reviewers. We apply the classifiers on real corpus of reviews taken from Yelp [5]. 

Besides the normal natural language processing on the corpus to extract and feed the features of the reviews to the 
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classifiers, the paper also applies several features engineering on the corpus to extract various behaviors of the 

reviewers. The paper compares the impact of extracted features of the reviewers if they are taken into consideration 

within the classifiers. The papers compares the results in the absence and the presence of the extracted features in two 

different language models namely TF-IDF with bi-grams and TF-IDF with tri-grams. The results indicates that the 

engineered features increase the performance of fake reviews detection process. The rest of this paper is organized as 

follows: Section II Summarizes the state of art in detecting fake reviews. Section III introduces a background about the 

machine learning techniques. Section IV presents the details of the proposed approach.. 

 

II. LITERATURE REVIEW 

Literature survey is gathering the information of previous work done related to your project. It contains the 

research study year, researchers name, technologies used and drawback of the system.Detection of opinion spam 

was first introduced by Jindal & Liu in 2008. They categorized the review spam into 3 categories: Untruthful 

opinions (if fraudsters write positive fake opinions to promote some targets is called as hyper spam and if 

fraudsters write negative fake opinions to damage the reputation of some targets is called as defaming spam), 

reviews on brands only (fraudsters write only about the brand, i.e. the manufacturers of the products rather than 

the products) and non-reviews (fraudsters write something that is totally unrelated to the products, this may be 

either advertisements or irrelevant opinion). Authors introduced three types of feature in their proposed work i.e., 

review centric features, reviewer centric features and product centric features. Lim et al. proposed a model that is 

based on behavior of spammers. They used to assign a 

rank to spammer on the basis of behavior scoring method and they detect spammers according to that rank. 

Authors collected data set from amazon.com and applied the concept of both behavior scoring method and 

supervised learning technique to detect review spammers. 

 

III. PROPOSED SYSTEM 

3.1 System Model 

In above architecture a dataset has been collected and a classification model has been developed and evaluated. The 

purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and clean data allows 

a data scientist to get more precise results from an applied machine learning model.The technique includes data 

formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three subsets 

training, test, and validation sets. Training set 

 
Fig 2 System Architecture for proposed system 
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IV. PROPOSED METHODOLOGY 

This section explains the details of the proposed approach shown in figure 1. The proposed approach consists of three 

basic phases in order to get the best model that will be used for fake reviews detection. These phases are explained in 

the following: 

 

V. METHODOLOGY 

5.1 Data Preprocessing T 

he first step in the proposed approach is data preprocessing  one of the essential steps in machine learning approaches. 

Data preprocessing is a critical activity as the world data is never appropriate to be used. A sequence of preprocessing 

steps have been used in this work to prepare the raw data of the Yelp dataset for computational activities. This can be 

summarized as follows: 1) Tokenization: Tokenization is one of the most common natural language processing 

techniques. It is a basic step before applying any other preprocessing techniques. The text is divided into individual 

words called tokens. For example, if we have a sentence (“wearing helmets is a must for pedal cyclists”), tokenization 

will divide it into the following tokens (“wearing” , “helmets” , “is” , “a”, “must”, “for” , “pedal” , “cyclists”). 2) Stop 

Words Cleaning: Stop words  are the words which are used the most yet they hold no value. Common examples of the 

stop words are (an, a, the, this). In this paper, all data are cleaned from stop words before going forward in the fake 

reviews detection process. 3) Lemmatization: Lemmatization method is used to convert the plural format to a singular 

one. It is aiming to remove inflectional endings only and to return the base or dictionary form of the word. For example: 

converting the word (“plays”) to  (“play”) 



5.2 Feature Extraction  

Feature extraction is a step which aims to increase the performance either for a pattern recognition or machine learning 

system. Feature extraction represents a reduction phase of the data to its important features which yields in feeding 

machine and deep learning models with more valuable data. It is mainly a procedure of removing the unneeded 

attributes from data that may actually reduce the accuracy of the model [30]. Several approaches have been developed 

in the literature to extract features for fake reviews detection. Textual features is one popular approach . It contains 

sentiment classification  which depends on getting the percent of positive and negative words in the review; e.g. 

“good”, “weak”. Also, the Cosine similarity is considered. The Cosine similarity is the cosine of the angle between two 

n-dimensional vectors in an n-dimensional space and the dot product of the two vectors divided by the product of the 

two vectors’ lengths (ormagnitudes). TF-IDF is another textual feature method that gets the frequency of both true and 

false (TF) and the inverse document (IDF). Each word has a respective TF and IDF score and the product of the TF and 

IDF scores of a term is called the TF-IDF weight of that term . A confusion matrix is used to classify the reviews into 

four results; True Negative (TN): Real events are classified as real events, True Positive (TP): Fake events are classified 

as fake, False Positive (FP): Real events are classified as fake events, and False Negative (FN): Fake events are 

classified as real. Second there are user personal profile and behavioral features. These features are the two ways used 

to identify spammers Whether by using time-stamp of user’s comment is frequent and unique than other normal users 

or if the user posts a redundant review and has no relation to domain of target. In this paper, We apply TF-IDF to 

extract the features of the contents in two languages models; mainly bi-gram and tri-gram. In both language models, we 

apply also the extended dataset after extracting the features representing the users behaviors.  

 

5.3 Feature Engineering 

Fake reviews are known to have other descriptive features related to behaviors of the reviewers during writing their 

reviews. In this paper, we consider some of these feature and their impact on the performance of the fake reviews 

detection process. We consider caps-count, punct-count, and emojis behavioral features. caps-count represents the total 

capital character a reviewer use when writing the review, punct-count represents the total number of punctuation that 

found in each review, and emojis counts the total number of emojis in each review. Also, we have used statistical 

analysis on reviewers’ behaviours by applying “groupby” function, that gets the number of fake or real reviews by each 

reviewer that are written on a certain date and on each hotel. All these features are taken into consideration to see the 

effect of the users behaviors on the performance of the classifier 
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VI. CONCLUSION 

This paper presented an extensive survey of the most notable works to date on machine learning-based fake review 

detection. The spam review detection using ML is designed for filtering the fake reviews. People write unworthy 

positive reviews about products to promote them. In some cases malicious negative reviews to other (competitive) 

products are given in order to damage their reputation. Some of these consists of non-reviews (e.g., ads and promotions) 

which contain no opinions about the product. We detecting the reviews that are not genuine or which are used to 

deviate the consumers opinion in a certain direction becomes even more difficult. 
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