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Abstract: Unlike major languages low-resource languages can suffer from a lack of expert-annotated 

benchmark and corpora resources, which makes it difficult to correctly apply state-of-the-art techniques. In 

this study, we take two approaches to addressing this shortage problem for the low-resource Filipino 

language. First, we provide a brand-new benchmark language modeling dataset in Filipino, WikiText-TL-

39. Second, we show that language model finetuning methods such as BERT and ULMFiT can be used to 

consistently train robust classifiers in low-resource environments, with a validation error increase of no 

more than 0.0782 when finetuning with a privately owned sentiment dataset and reducing the number of 

training examples from 10K to 1K. 

 

Keywords: Language Model, Finetuning Techniques, Evaluation, Low-Resource Languages. 

 

I. INTRODUCTION 

In several domains, such as multitask learning (Radford et al., 2019; McCann et al., 2018), machine translation, and 

language modeling, neural network applications in Natural Language Processing (NLP) have demonstrated impressive 

success. 

While effective, neural network algorithms are data-hungry and perform badly when dealing with low-resource 

languages or other scenarios where there is a dearth of data (Zoph et al., 2016). Moreover, these languages may not 

have simple access to mainstream language resources like pretrained word embeddings and expert-annotated corpora 

(Adams et al., 2017). 

Creating correctly annotated corpora for these types of tasks is the perfect answer to the data scarcity problem, but the 

annotation labor is costly and time-consuming (Cotterell and Duh, models to be trained despite data scarcity (Cotterell 

and Duh, 2017). 

Transfer learning is one way to address the problem of data scarcity. It allows models to be pre-trained and then refined 

on a smaller dataset, which reduces the amount of resources, computation, and time needed to create a workable model 

(Howard and Ruder, 2018). 

In this work, we provide two new features: Initially, we provide the first large-scale, publicly accessible preprocessed 

unlabeled text corpora in the low-resource Filipino language under the name "WikiText-TL-39." Lastly, we show that 

transfer learning methods such as BERT (Devlin et al., 2018) and ULMFiT (Howard and Ruder, 2018) can be used to 

train robust classifiers in low-resource environments, with at most a 0.0782 increase in error observed when the number 

of training examples is lowered from 10K to 1K. 

The public may access all of the pretrained models and datasets via an open repository1. 

 

II. METHODOLOGY 

Our evaluation process is as follows: Initially, we construct a vast unlabeled text corpus to facilitate the creation of 

transportable pretrained language models. Second, we use a privately held sentiment dataset to evaluate the efficacy of 

transfer learning. Next, we will progressively lower the number of training instances while tracking any changes in the 

validation accuracy. 

We use BERT (Devlin et al., 2018) and Howard and Ruder (2018) as our two transfer learning methodologies. 
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ULMFiT 

ULMFiT (Howard and Ruder, 2018) was intro- duced as a transfer learning method for Natural An AWD-LSTM is pre-

trained using a language modeling task (Merity et al., 2017). The architecture stays the same after that, and the weights 

are recycled. Language modeling is applied once again, this time to the text of the target dataset, to help fine-tune the 

model to its distinct lexicon and peculiarities. Next, a "classification layer" that is intended exclusively for text 

categorization is added to improve the model. With adaption by Howard and Ruder (2018). 

Russakovsky et al. (2015) describe the use of ImageNet-like pretraining in Computer Vision for language processing. 

As a foundation model, it begins with an AWD-LSTM (Merity et al., 2017) that has been pre-trained on a language 

modeling task. In order to match a downstream aim, it then refines this underlying model in two stages. First, the 

language model is syntactically fitted to the text of the target task. Second, a classification layer that is precisely 

tailored to the classification task is added to the model. Various techniques are used during finetuning to prevent 

catastrophic forgetting, which happens when the model loses most of the connections and information it learned during 

pretraining. State-of-the-art text categorization is provided by ULMFiT. It is attractive for use in contexts with low 

resources because of its remarkable ability to create comparable scores with as few as 1000 data samples. An overview 

schematic of ULMFiT is shown in Figure 1. 

 

BERT 

BERT is a transformer-based language model (Vaswani et al., 2017) that has achieved state-of-the-art results in several 

benchmarks. Its goal is to pretrain "deep bidirectional representations" that can be adjusted to various tasks (Devlin et 

al., 2018). 

BERT's strength comes from a technique called Attention, which allows a network to give certain tokens in a sequence 

greater weight—essentially, "paying more attention to important parts" (Vaswani et al., 2017). More specifically, we 

compute attention on a set of queries packed as a matrix Q as follows, given key and value matrices K and V, 

respectively: 

                                                                                  (1) 

where dk stands for the dimensions of the key matrix K. BERT is able to represent not just sequences but also the 

relative importance and weight of each word in a sequence with respect to other sequences and to itself by using 

attention. 

It makes use of the Transformer architecture (Vaswani et al., 2017) in addition to Attention, which gives BERT 

bidirectionality. Transformers are sequence models that never use recurrent layers; instead, they only use feed-forward 

layers and attention processes. Reminders may be avoided for two reasons: Transformers are not sequential in nature 

like LSTMs or GRUs, hence they may be parallelized in the first place. Second, they make it possible to see a lot of text 

at once since they are not sequential. As a result, the text may employ attention processes and be bidirectional. 

One unique feature of BERT is that it pretrains with changed tasks. next a traditional language modeling assignment 

would enable the model to "peek" directly at the next words since its bidirectionality gives it access to left-context. The 

authors propose that "masked-language" be used to mitigate this. 

The pretraining architecture is mainly maintained during finetuning with little structural modifications. We pretrained 

the masked-language model and next-sentence prediction before sending model weights to downstream tasks like 

question answering and entailment. Source: Devlin et al. (2018) modeling," where the model's task is to identify hidden 

words in a sentence (Devlin et al., 2018). "Next-sentence prediction" was the name of the second pre-training activity 

that was used to create stronger connections between two phrases. In this activity, a target sentence is identified if it is 

most likely to appear before a source phrase (Devlin et al., 2018). 

In addition to these improvements, BERT benefits from its depth, which makes it possible for it to collect more 

information and context. The lowest BERT model, known as BERT-Base, has a total of 110M parameters and consists 

of 12 layers with 12 attention heads and 768 units in each hidden layer. The larger twin of BERT-Large, with 24 layers 

(1024 units in each buried layer) and 16 attention heads, contains 340M parameters altogether. 

 

 



IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                             International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

 Volume 3, Issue 2, September 2023 

Copyright to IJARSCT                    648 

www.ijarsct.co.in                                                   

Impact Factor: 7.301 

WikiText-TL 

A difficulty in adapting pretrained methods for low-resource languages is the lack of processed datasets large enough to 

construct robust pretrained models. Our benchmark dataset, WikiText-TL-39, is modeled after the first WikiText Long 

Term Dependency Language Modeling Dataset (Merity et al., 2016). The training set of this dataset consists of 39 

million tokens, represented by the letter "39," where "TL" stands for Tagalog. The corpus statistics for WikiText-TL-39 

are shown in Table 1. 

 

Construction and Pre-processing 

Compared to its English equivalent, Tagalog Wikipedia contains considerably less content pages (5,800,000 in English 

vs. 75,000), but it does include a list of certified "good" entries. This is why we limited our search to articles with titles 

starting with the letters A–Z and chose to scrape the material from every page mentioned in the Tagalog Wikipedia 

table of contents2. The material was extracted using two open-source Python scripts, Requests3 and Beautiful-Soup4. 

All characters were converted to Unicode, and no escape was applied to any HTML elements. Tokenization and 

normalization were accomplished using the Moses Tokenizer (Koehn et al., 2007). We separated the corpus into 

training, validation, and test sets at a ratio of 70%-15%-15%. In contrast to Chelba et al. (2013), we made the decision 

to include words with a vocabulary count of at least three in our vocabulary building process. This resulted in a 

vocabulary size of 279,153 tokens. For each token in the test set that wasn't in the training set, we replace it with a 

special token. 

 

III. EXPERIMENTS 

BERT Pretraining 

On our pre-parsed corpus and SentencePiece vocabularies7, we pretrain BERT Base models with 12 layers, 768 

neurons per hidden layer, and 12 attention heads (a total of around 110M parameters) using Google's pretraining scripts. 

A number of vocabulary configurations (full 290K vs. 30K), casing (cased and uncased models), and training and 

warmup step counts (one million steps with 10K warmups and five million steps with 5K warmups) are tested. We stick 

to the original settings for the masked language model pretraining goal and utilize a 0.15 likelihood of a word being 

masked. Furthermore, we set the maximum back to the initial 20 masked language model predictions. All models 

employ a batch size of 256 and a maximum sequence length of 128. We use a learning rate of 1e-4 for all models. 

 

AWD-LSTM Pretraining 

We train an AWD-LSTM language model for ULMFiT using our provided corpus. We train a three-layer model with 

an embedding size of 400 and a hidden size of 1150. The dropout levels for the embedding, RNN input, hidden-to-

hidden transition, and RNN output are (0.1, 0.3, 0.3, 0.4), respectively. We use a weight dropout of 0.5 for the LSTM's 

recurrent weight matrices. 

To train the model across 30 epochs, 128 batch sizes, a learning rate of 1e-3, and a weight decay of 0.1 were used. We 

use the Adam optimizer and slanted triangular learning rate schedules. We train the model on a machine with a single 

NVIDIA Tesla V100 GPU. 

 

Sentiment Classification Task 

We enhance our model using a privately held sentiment classification dataset of 10,000 positive and 10,000 negative 

electronics reviews. From the original dataset, we randomly picked a full 10K-10K split of positive and negative 

evaluations, a 5K-5K split, a 1K-1K split, and a 100-100 split to imitate low-resource conditions. We modify pretrained 

models to each split for BERT and ULMFiT to evaluate performance with limited data. To evaluate performance, we 

use 1500 positive and 1500 negative evaluations from the same source. The same validation split is used without 

reduction for every split. This ensures consistency in analyzing validation accuracy changes as training samples 

decrease. Moses tokenizer (Koehn et al., 2007) preprocesses the dataset by retaining case and inserting spaces around 

punctuation. Filipino contractions like "can't" aren't preprocessed or given specific tokens since apostrophe contractions 

are rare. 
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Finetuning 

We optimise our best cased and uncased BERT models for each sentiment categorization split. We finetune each 

configuration for 3 epochs at 2e-5 learning rate. We limit sequence length to 128 and batch size to 32. We finetune our 

pretrained AWD-LSTM language on each sentiment classification split for ULMFiT. The sentiment classification 

dataset is used for 10 epochs of language model finetuning at 1e-2 learning rate. We utilize weight decay of 0.1 and a 

batch size of 80 for the initial 10k-10k split and 0.3 and 40 for all additional splits. This language model refines 

ULMFiT's sentiment classification model in the final step. The last ULMFiT step is finetuned by progressive 

unfreezing. We finetune for five epochs, unfreezing the final layer until all layers are unfrozen on the fourth. We use a 

learning rate of 1e-3 and set Adam's α and β parameters to 0.8 and 0.7. We then track model performance 

improvements on a given validation set. 

 

IV. RESULTS AND DISCUSSION 

Pretraining Results 

Using varying vocabulary sizes, casings, and pretraining methods, we were able to train eight models for BERT 

pretraining. Our best uncased model (which finally obtained a loss of 0.0935) was trained for 500K steps and fine-tuned 

for 5K steps using the reduced 30K SentencePiece vocabulary. In contrast, using the same 30K SentencePiece 

vocabulary, the best-cased model (which finally obtained a loss of 0.0642) needed 1M pretraining steps in addition to 

10K warmup steps. We hypothesize that this is because learning and adapting to the casing needs more steps for the 

model. All of the BERT pretraining results are shown in Table 2. We obtained a final validation loss of 4.4857, or 

1.5009 perplexity, using our AWD-LSTM language model for ULMFiT. The model required around eleven hours to 

complete 30 training epochs. 

 

Finetuning Results 

With an accuracy improvement of 0.006, the uncased model outperformed the cased model for BERT during fine-

tuning on the first 10K–10K split. It is clear that an error increase of no more than 0.0617 for cased models and 0.0954 

for uncased models occurs when the number of training samples is reduced from 10K to 1K. The error increases 

considerably by 0.1484 in the cased model and by 0.2554 in the uncased model as the number of training examples 

reduces to the 100-100 split. Comparable results may be seen by analyzing the validation sets of each individual split in 

addition to the validation set of the first 10K-10K split. For the cased models, fine-tuning on the 1K-1K split results in 

just a 0.038 gain in accuracy, whereas fine-tuning on the 100-100 split results in a 0.23 increase. For the uncased 

models on the 1K-1K split and the 100-100 split, we get an increase in error of 0.0437 and 0.248, respectively. The 

complete set of BERT finetuning results is shown in Table 3. 

 

V. DISCUSSION 

The previously described research offers empirical proof that language model pretraining might be advantageous in 

settings with limited resources. The improved models showed consistent performance even with fewer training cases by 

evaluating on the same validation set. ULMFiT fared somewhat better than BERT when adjusted on (a difference of 

0.0201). 

 

VI. CONCLUSION 

We show how language model finetuning methods may be useful in low-resource settings, especially when there aren't 

enough expert-annotated examples. Pretraining using language models has two advantages. First of all, it just requires 

unlabeled text corpora, which are almost always accessible, even in settings with limited resources. Second, after pre-

training is finished, finetuning may be affordably performed on the same pretrained model several times. This allows 

researchers to use a small proportion of available resources to construct trustworthy baselines even in contexts with 

restricted resources. The choice of fine-tuning technique requires weighing consistency against cost. Since ULMFiT's 

pretraining phase is somewhat less expensive than BERT's, we propose it as a baseline for finetuning in most 

circumstances. Although powerful, BERT can only be used in scenarios where a pretrained model is available or when 

the resources permit it due to its high compute and memory requirements. 
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