
IJARSCT  ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

                             International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal 

 Volume 3, Issue 1, August 2023 

Copyright to IJARSCT  DOI: 10.48175/IJARSCT-12441                257 

www.ijarsct.co.in                                                   

Impact Factor: 7.301 

Use of Probability in Statistics: A  Study 
Prof. Kute Babasaheb Gopalrao1, Prof. Asane Bharat Baban2, Prof. Miss. Dhere Renuka Ashok3

  

Sr. Lecturer, Department of Science1 

Lecturer, Department of Science2,3 

Amrutvahini Polytechnic, Sangamner, A. Nagar, Maharashtra, India 

kutebabasaheb70@gmail.com1, sasane.bharat.81@gmail.com2, kadlagrenuka4@gmail.com2 
 

Abstract: Probability is commonly used by data scientists to model situations where experiments conducted 

during similar circumstances, yield different results. Probability allows data scientists to assess the 

certainty of outcomes of a particular study or experiment. An experiment is a planned study that is executed 

under controlled conditions. When a result is not already predetermined, the experiment is referred to as a 

chance experiment. Conducting a coin toss twice is an example of a chance experiment. Today’s data 

scientists need to have an understanding of the foundational concepts of probability theory including key 

concepts involving probability distribution, statistical significance, hypothesis testing and regression. 
 

Keywords: Probability, Concepts, Interpreting and Rules. 

 

I. INTRODUCTION 

1.1 Concepts of Statistics & Probability: 

Decisions or predictions are often based on data—numbers in context. These decisions or predictions would be easy if 

the data always sent a clear message, but the message is often obscured by variability. Statistics provides tools for 

describing variability in data and for making informed decisions that take it into account. 

 Data are gathered, displayed, summarized, examined, and interpreted to discover patterns and deviations from patterns. 

Quantitative data can be described in terms of key characteristics: measures of shape, center, and spread. The shape of a 

data distribution might be described as symmetric, skewed, flat, or bell shaped, and it might be summarized by a 

statistic measuring center (such as mean or median) and a statistic measuring spread (such as standard deviation or 

interquartile range). Different distributions can be compared numerically using these statistics or compared visually 

using plots. Knowledge of center and spread are not enough to describe a distribution. Which statistics to compare, 

which plots to use, and what the results of a comparison might mean, depend on the question to be investigated and the 

real-life actions to be taken. 

Randomization has two important uses in drawing statistical conclusions. First, collecting data from a random sample 

of a population makes it possible to draw valid conclusions about the whole population, taking variability into account. 

Second, randomly assigning individuals to different treatments allows a fair comparison of the effectiveness of those 

treatments. A statistically significant outcome is one that is unlikely to be due to chance alone, and this can be evaluated 

only under the condition of randomness. The conditions under which data are collected are important in drawing 

conclusions from the data; in critically reviewing uses of statistics in public media and other reports, it is important to 

consider the study design, how the data were gathered, and the analyses employed as well as the data summaries and 

the conclusions drawn. 

Random processes can be described mathematically by using a probability model; a list or description of the possible 

outcomes (the sample space), each of which is assigned a probability. In situations such as flipping a coin, rolling a 

number cube, or drawing a card, it might be reasonable to assume various outcomes are equally likely. In a probability 

model, sample points represent outcomes and combine to make up events; probabilities of events can be computed by 

applying the Addition and Multiplication Rules. Interpreting these probabilities relies on an understanding of 

independence and conditional probability, which can be approached through the analysis of two-way tables. 
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II. CONNECTIONS TO FUNCTIONS AND MODELING 

Functions may be used to describe data; if the data suggest a linear relationship, the relationship can be modeled with a 

regression line, and its strength and direction can be expressed through a correlation coefficient. Probability is often 

described as “the language of randomness.” The basic idea of probability is that even random outcomes exhibit 

structure and obey certain rules. In this paper, we will use these rules to build probability models, which are 

mathematical descriptions of random phenomena. Probability models can be used to answer interesting questions about 

uncertain real-world systems. Building a probability model involves a few simple steps. First, identify the random 

variables of interest in the system. A random variable is just a numerical summary of an uncertain outcome. Second, 

identify the set of possible outcomes for the random variable, which refer to as the sample space. In the example, drawn 

a ticket from 40 tickets numbered 1 to 40 ,the sample space is the set of numbers from 1 to 40 . 

  

2.1 Concept of Probability 

Probability is the measure of the likelihood that an event will occur. Probability is quantified as a number between 0 

and 1, where 0 indicates impossibility and 1 indicates certainty. The higher the probability of an event, the more likely 

it is that the event will occur. A simple example is the tossing of a fair (unbiased) coin. Since the coin is fair, the two 

outcomes ("heads" and "tails") are both equally probable; the probability of "heads" equals the probability of "tails"; 

and since no other outcomes are possible, the probability of either "heads" or "tails" is 1/2 (which could also be written 

as 0.5 or 50%). 

These concepts have been given an axiomatic mathematical formalization in probability theory, which is used widely in 

such areas of study as mathematics, statistics, finance, gambling, science, artificial intelligence/machine learning, 

computer science, game theory, and philosophy to, for example, draw inferences about the expected frequency of 

events. Probability theory is also used to describe the underlying mechanics and regularities of complex systems. 

 

2.2 Definition and Formula 

Probability is the likelihood of something happening or possibilities of occurrence of an event. When someone tells that 

the probability of something happening, they are telling that how likely that something is. When people buy lottery 

tickets, the probability of winning is usually stated, and sometimes, it can be something like 1/10,000,000 (or even 

worse). This tells that it is not very likely that you will win. The formula for probability tells that how many choices 

have over the number of possible combinations. 

 Probability = Possible Choices/Total Number of Options  

 

2.3 Calculating Probability 

To calculate probability, need to know how many possible options or outcomes there are and how many right 

combinations are there. Let's calculate the probability of throwing dice to see how it works. 

First, we know that a die has a total of 6 possible outcomes. we can roll a 1, 2, 3, 4, 5, or 6. Next, we need to know how 

many choices we have. Whenever we roll, we will get one of the numbers. We can't roll and get two different numbers 

with one die. So, our number of choices is 1. Using our formula for probability, we get a probability of 1/6. 

 Probability = 1/6 

Our probability of rolling any of the numbers is 1/6. The probability of rolling a 2 is 1/6, of rolling a 3 is also 1/6, and 

so on. 

Let's try another problem. Let's say we have a grab bag of pomegranate and apple. We want to find out the probability 

of picking a pomegranate from the bag. One thing we need to know is the number of pomegranates in the bag because 

that gives us the number of 'correct' choices, which is the number of our possible choices in the top part of the 

calculation. 

 We also need to know the total number of fruits in the bag, for this gives us the total number of choices we have, or the 

total number of options in the bottom part of the calculation. Suppose there are 20 pomegranates and 15 apples in the 

bag. So, what is our probability of picking a pomegranate? We have 20 pomegranates, one of which we want, and a 

total of 35 fruits to pick from. 

 Probability = 20/35 = 4/7 
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Our probability is 4/7 for picking a pomegranate. If we compare this with our probability of rolling a number on a die, 

the probability of picking a pomegranate from the grab bag is higher. It is more likely that we will pick a pomegranate 

than that we will roll a particular number. 

The probability of an event that we know for sure will happen is 100% or 1 while the probability of an event that will 

never happen is 0% or just plain 0. 

The probability of these events can be given as a percent or as an odds ratio. Let's pick something a little silly but 

simple as an example. Let's pretend that we want to wear a shirt to school and we have a red shirt and a pink shirt. The 

probability of wearing the red shirt is 50% or the odds are 1 out of 

2. What is the probability of wearing the pink shirt? It would be the same. The probability of all the events that are 

possible must add up to 100%. 

There are lots of these simple examples that we could use to discuss more about probability. But now we discuss about 

events important in Life. As we grow up, we need to think about our actions and what the consequences of these actions 

will be. It's important to know how to use probability when we make decisions about our future. Probability is a whole 

lot more than just selecting red shirt or blue sweaters or blue socks from the drawer. 

A lot of people just wish that they could win the lottery as a way to solve all their financial stresses. In fact, about one-

third of the adults in the United States think that winning the lottery is the best way to become financially secure. But 

we have a better chance of being struck by lightning or being in a plane crash (and there really aren't very many plane 

crashes) than we have of winning the lottery. The probability of winning the lottery is very close to 0. We need a better 

plan for our financial future than the lottery! 

When we consider probability and our money, we decide how much risk we want to take. The government says that, we 

will get back your money if the bank itself has financial trouble. If we put money in a bank that is insured by the federal 

government and we don't exceed the maximum insured amount, the probability of losing our money is 0. But banks 

usually do not pay very much interest back to us on our savings. We have low risk and low rate of return. 

We've seen lots of ads on TV for trading stocks which means buying and selling stock in companies. Before buying a 

stock, we need to investigate about the company. If the company makes a lot of money with their product and if we 

own some of their stock we may make more money too, potentially more money than what we could earn at the bank. 

But if the company loses money, we may lose too. People who work with company finances calculate the probability 

that a company should make money and are a good company to invest money in. 

Another area of our life where probability is important is our health. For example, if we know that people in our family 

have heart disease and we develop high blood pressure when we are an adult then we know that we have a high 

probability of also having heart disease. We could be frightened by this high probability or we could live a healthier 

lifestyle that lowers your blood pressure and in turn lowers the probability of getting heart disease. In this case, we are 

using our understanding of probability to improve our health. 

 

2.4 Use of Probability 

Making Inferences and Justifying Conclusions 

 Understand and evaluate random processes underlying statistical experiments 

 Make inferences and justify conclusions from sample surveys, experiments and -observational studies 

Conditional Probability and the Rules of Probability 

 Understand independence and conditional probability and use them to interpret data 

 Use the rules of probability to compute probabilities of compound events in a uniform probability model 

Using Probability to Make Decisions 

 Calculate expected values and use them to solve problems 

 Use probability to evaluate outcomes of decisions 

Mathematical Practices 

 Make sense of problems and persevere in solving them. 

 Reason abstractly and quantitatively. 

 Construct viable arguments and critique the reasoning of others. 
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 Model with mathematics. 

 Use appropriate tools strategically. 

 Attend to precision. 

 Look for and make use of structure. 

 Look for and express regularity in repeated reasoning. 

Interpreting Categorical and Quantitative Data 

1.Summarize, represent, and interpret data on a single count or measurement variable  

2.Summarize, represent, and interpret data on two categorical and quantitative variables  

3.Interpret linear models 

  

2.5 Limitations of Probability Functions: 

Distributions defined with probability functions differ from those entered with the define assumption command in these 

ways: 

 We cannot correlate them. 

 We cannot view charts or statistics on them. 

 We cannot extract data from them or include them in reports. They are not included in sensitivity analyses or 

charts. 

Chances of selecting specific class of samples only Redundant and monotonous work generally, probability and 

statistics help individuals and institutions make better decisions by learning from events in the past and applying this 

knowledge to the present to affect the future. Probability and statistics are related in that the theories we develop in 

probability mathematics are compared with statistical findings which can tell us more information about the data. We 

can also use statistics to estimate the probability of something happening in the future. Probability is a theoretical 

subject used to analyze the likelihood of events happening in the future. On the other hand, statistics is an applied 

subject which uses probability theory to analyze data which has been collected 

 

III. CONCLUSION 

Probability theory seen as logic goes much beyond the so-called frequentists' schools of probability theory, as it is 

based on more fundamental assumptions (desiderata) and is far more flexible in its applications, as explained in this 

paper. In fact, probability theory is common sense translated into precise mathematical statements to attain simple and 

clear results by the process of reduction to calculation. Complexity is reduced to simplicity without neglecting any 

available information. ‘Probability theory as logic’ provides a way of drawing consistent conclusions in case of 

incomplete information that goes well beyond pure inductive or deductive reasoning. Hence, it really stands for a logic 

in itself. 
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