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Abstract: Facial features of humans are part of physiological characteristics that are the basis for 

identity verification. Face Recognition technology has expanded into a more thorough process to 

increase the accuracy rate in recognizing individuals. This paper assessed the performance of face 

recognition in Deep Convolutional Neural Networks with the application of localized datasets. Five (5) 

people were used as a class, with thirty (30) images per person. A total of 150 images were gathered 

from photo albums and collections. The images were preprocessed with some of the basic image 

processing techniques, including histogram equalization cropping, and resizing, before training using 

MobileNetv2 Pre-trained CNN architecture. Earlier layers of this architecture were used as feature 

extractors. The final 2-3 layers were fine-tuned following the number of classes. During the training, 

images were divided into 80% for training datasets, and 20% for testing and validation datasets. The 

graphical illustration showed an accuracy rate of 90% as well as the generation of a confusion matrix. 

The results indicate that MobileNetV2 is a promising CNN architecture that can be used in Face 

Recognition Technology with localized datasets 
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I. INTRODUCTION 

Image Processing is the new method of extracting important information from the picture which can be useful for 

recognition and verification [1][2]. Through state-of-the-art of Deep Learning (DL), this technology brought substantial 

evidence of an exponential improvement for convolutional neural network models [3] in classification problems. When 

an image of a person is taken, the face is the most exposed part of the human body. This gives an advantage for 

biometric technology to use face images since it carries a huge amount of information for individual identification [4]. 

In face recognition, it has been applied to thoroughly examine, process, and abstract physiological values which are 

factors for human identity recognition. These values have been fed to a machine learning or deep learning process for 

the development of a face recognition software framework. [5]. 

Different techniques were used for face recognition development. [6] designed a real-time face recognition system 

using CNN. In the study [7], they mentioned Principal Component Analysis, Artificial Neural Networks, graph 

matching, and Hidden Markov Models as means for face recognition systems [8][9][10]. Some researchers also applied 

the concepts of transfer learning in pre-trained models for easier application and training reduction [11][12] [13]. All of 

these methods showed unquestionable performance as to the values in terms of accuracy, specificity, and efficiency. 

All of the face recognition processes require datasets that support the training. These datasets are divided into training, 

testing, and validation. Most of the studies used images downloaded from online database providers. In this study, 

fewer images with five (5) local personalities as classes were used from their photo album collection and on Facebook. 

The images of each class were composed of 30 images per class with a total number of 150 images. These images are 

processed using transfer learning and fine-tuning method. 

MobileNetV2 was selected due to the fewer parameter and smaller computational complexity advantage 

[14][15][16][17]. The architecture was fine-tuned to its best accomplishment. The performance of the trained model 

was observed from the learning and loss curves and the generation of the confusion matrix after the training process. 

The model was tested with the function created to evaluate the recognition percentage accuracy.  
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The goal of this study is to determine the performance of MobileNetV2 architecture using photo collections fro

personalities. Specifically, it aimed to: 

 Generate the learning and loss curves from the training process;

 Plot the confusion matrix; and 

 Determine the accuracy of the network.

Figure 1 illustrates the stages of the development of face recogniti

stage is the collection of images from selected local personalities. The images were preprocessed 

dimension needed by the network. In the first

are used for the training dataset, and 

architecture with its built-in layers. The fully connected layer was replaced by a new fully connected l

classes. The last layer was also replaced by a new output layer. After the network performed the training process, it 

generated a training model. The last stage is the performance evaluation. This stage initiated the learning curves as well 

as the plotting of the confusion matrix 

 

2.1 General Approach 

 

2.2 Face Image Collection 
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The goal of this study is to determine the performance of MobileNetV2 architecture using photo collections fro

 

Generate the learning and loss curves from the training process; 

 

Determine the accuracy of the network. 

Figure 1 illustrates the stages of the development of face recognition using MobileNetv2 CNN architecture. 

stage is the collection of images from selected local personalities. The images were preprocessed 

In the first stage, the images were split into training and testing. 80% of the images 

and the rest are for the testing dataset. Feature extraction was then performed by 

in layers. The fully connected layer was replaced by a new fully connected l

classes. The last layer was also replaced by a new output layer. After the network performed the training process, it 

generated a training model. The last stage is the performance evaluation. This stage initiated the learning curves as well 

 
Figure 1. Conceptual Framework 

II. METHODOLOGY 

 
Figure 2. Implementation Flow 

 
Figure 3. Samples of acquire face images 
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The goal of this study is to determine the performance of MobileNetV2 architecture using photo collections from local 

on using MobileNetv2 CNN architecture. The first 

stage is the collection of images from selected local personalities. The images were preprocessed following the specific 

ng and testing. 80% of the images 

testing dataset. Feature extraction was then performed by 

in layers. The fully connected layer was replaced by a new fully connected layer with 5 

classes. The last layer was also replaced by a new output layer. After the network performed the training process, it 

generated a training model. The last stage is the performance evaluation. This stage initiated the learning curves as well 
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Sample images will be collected from five (5) differen

served as classes with thirty (30) face images per class for a total of 150 images. The collected images were used as the 

dataset needed for the training. The images were taken from a photo alb

image file format. The datasets were split into 2. 80% of the image

testing. Training datasets were fed to MobileNetv2 CNN architecture to obtain the model.

 

2.3 Image Preprocessing 

The collected images came in different dimensions. Initially

face section of the image using a photo editor. The cropped face images were resized to 224x224 square pixels needed 

for training in the CNN architecture. The images w

of the network. [19].  

 

2.4 MobileNetV2 Pre-trained CNN Architecture

With less operations and memory use while maintaining or improving accuracy 

Deep CNN architectures, MobileNetv2 was created to support the development of mobile vision applications.

Despite using deep separable convolution in a similar manner to MobileNetv1, this new architecture added tw

features: linear bottlenecks between layers, and shortcut connections between bottlenecks.

 

2.5 Fine Tuning 

Table 1. Parameter configuration in Matlab.

Paramet

Minimum batch size

Maximum epoch

Initial learn rate

Image shuffling

Learn rate schedule

Verbose

Training function

Weight learn rate factor

Bias learn rate factor

Table 

 

3.1 Training and Loss Curves 

Figure 5 presented the monitoring of the 

at each iteration. Following the configuration values corresponding to the parameter name in table 1, the figure 

indicated the network’s improvement as it iterates to every epoch

indicating an accuracy of 90%. 
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Sample images will be collected from five (5) different local sources. These selected/identified local personalities 

served as classes with thirty (30) face images per class for a total of 150 images. The collected images were used as the 

dataset needed for the training. The images were taken from a photo album collection and the web (Facebook) in JPEG 

image file format. The datasets were split into 2. 80% of the images were used for training, 

testing. Training datasets were fed to MobileNetv2 CNN architecture to obtain the model. 

The collected images came in different dimensions. Initially, these images were cropped to isolate and focus only on the 

face section of the image using a photo editor. The cropped face images were resized to 224x224 square pixels needed 

training in the CNN architecture. The images were applied by an image augmenter to help improve the performance 

trained CNN Architecture 

With less operations and memory use while maintaining or improving accuracy performance compared to existing 

Deep CNN architectures, MobileNetv2 was created to support the development of mobile vision applications.

Despite using deep separable convolution in a similar manner to MobileNetv1, this new architecture added tw

features: linear bottlenecks between layers, and shortcut connections between bottlenecks. [18]

Figure 4. MobileNetV2 block illustration 

(Sandler et al., 2018) 

Table 1. Parameter configuration in Matlab. 

arameters Configuration Settings 

Minimum batch size 5 

Maximum epoch 80 

Initial learn rate .00001 

Image shuffling every-epoch 

Learn rate schedule Piecewise 

Verbose False 

Training function Adam 

Weight learn rate factor 20 

Bias learn rate factor 20 

Table 1. Parameter configuration in Matlab. 

III. RESULTS AND DISCUSSIONS 

the training process. This development demonstrated the network's improv

Following the configuration values corresponding to the parameter name in table 1, the figure 

indicated the network’s improvement as it iterates to every epoch [20]. Figure 6 shows the generated confusion matrix 
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t local sources. These selected/identified local personalities 

served as classes with thirty (30) face images per class for a total of 150 images. The collected images were used as the 

um collection and the web (Facebook) in JPEG 

used for training, and 20% were used for 

these images were cropped to isolate and focus only on the 

face section of the image using a photo editor. The cropped face images were resized to 224x224 square pixels needed 

ter to help improve the performance 

performance compared to existing 

Deep CNN architectures, MobileNetv2 was created to support the development of mobile vision applications. [16][17]. 

Despite using deep separable convolution in a similar manner to MobileNetv1, this new architecture added two new 

[18] as shown in figure 4. 

 

This development demonstrated the network's improvement 

Following the configuration values corresponding to the parameter name in table 1, the figure 

Figure 6 shows the generated confusion matrix 
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Figure 5. Learning and loss curves during the training

 

3.2 Confusion Matrix 

Figure 6. Generated confusion matrix after the training.

 

3.3 Evaluation 

Figure 7. Recognition output of MobileNetV2.

Figure 7 demonstrated how successfully MobileNetV2 was able to identify photos from the test datasets. Eve

several photographs had low accuracy predictions, the precise person was nonetheless recognized.
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Figure 5. Learning and loss curves during the training 

 
Figure 6. Generated confusion matrix after the training. 

 
Figure 7. Recognition output of MobileNetV2. 

how successfully MobileNetV2 was able to identify photos from the test datasets. Eve

several photographs had low accuracy predictions, the precise person was nonetheless recognized.
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how successfully MobileNetV2 was able to identify photos from the test datasets. Even though 

several photographs had low accuracy predictions, the precise person was nonetheless recognized. 
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IV. CONCLUSION 

This paper examined the performance of MobileNetv2 Convolutional Neural Network architecture with images from 

local personalities using Matlab. The evaluation showed that the model resulted in a 90% accuracy coming from 

generated training and confusion matrix. Although some of the images in the datasets have low resolution, images from 

test datasets were still recognized and showed the best percentage accuracy.                                           
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