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Abstract: Speech Emotion Recognition (SER) is critical in Human computer engagement (HCI) because it 

provides a deeper knowledge of the situation and leads to better engagement. Various machine learning 

and Deep Learning (DL) methods have been developed over the past decade to improve SER procedures. In 

this research, we evaluate the features of speech then offer Speech Former++, a comprehensive structure-

based framework for paralinguistic speech processing. Following the component relationship in the speech 

signal, we propose a unit encoder to efficiently simulate intra- and inter-unit information (i.e., frames, 

phones, and words). We use merging blocks to generate features at different granularities in accordance 

with the hierarchy connection, which is consistent with the structural structure in the speech signal. Rather 

than extracting spatiotemporal information from hand-crafted features, we investigate how to represent the 

temporal patterns of speech emotions using dynamic temporal scales. To that end, we provide Temporal-

aware bI- direction Multi-scale Network (TIM-Net), a unique temporal emotional modelling strategy for 

SER that learns multi-scale contextual affective representations from different time scales. Unweighted 

Accuracy (UA) of 65.20% and Weighted Accuracy (WA) of 78.29% are accomplished using signal features 

in low- and high-level descriptions, as well as various deep neural networks and machine learning 

approaches. 

 
Keywords: Human computer engagement, Deep Learning, Paralinguistic, Multi-scale Network, Weighted 

Accuracy 

 

I. INTRODUCTION 

Human emotional state is a significant aspect in their interactions, influencing most communication methods such as 

facial expressions, voice characteristics, and spoken language content [1–3]. One of the most common ways to convey 

emotions is through speech. It is critical to recognise, interpret, and respond to the emotions presented in speech in 

order to achieve natural human computer interaction (HCI) [3], [4]. Today, speech emotion recognition (SER) systems 

have a variety of applications, including natural human-machine interactions, such as web videos, computer videos, and 

training programmes, car driver safety, computer games, disease diagnostic tools, as a tool for an automatic translation 

system, and mobile communications [1]-[3]. 

Modelling speech signals in PSP is a difficult task since humans understand the pronunciation information and the 

dynamic changes in speech but models do not. Several machine learning techniques, such as hidden Markov models 

[2]- [4], decision trees [5], [6], and limited Boltzmann machines [7]-[9], have been proposed over the last three decades 

to capture paralinguistic information in speech. Deep learning algorithms have recently given higher performance for 

PSP problems due to their exceptional modelling capabilities. Convolutional neural networks (CNNs) [10–16], graph 

neural networks (GNNs) [17–18], recurrent neural networks (RNNs) [19– 20], and two popular RNN variants named 

long short term memory (LSTM) [12–14] and gated recurrent units (GRUs) [15] have all shown promising results in 

PSP. 

Various temporal modelling approaches, in instance, Long Short-Term Memory (LSTM), Gate Recurrent Unit (GRU), 

and Temporal Convolution Network (TCN) are some examples. commonly used in SER, with the goal of capturing 

dynamic temporal fluctuations in voice signals. Wang et al. [7], for example, presented a dual-level LSTM to exploit 

temporal information from distinct time-frequency resolutions. Zhong et al. [9] learned integrated spatiotemporal 

characteristics using CNN with Bi-GRU and focus loss. Rajamani et al. [6] developed an attention- based ReLU within 

GRU to capture long-range feature interactions. Zhao et al. [8] learned spatiotemporal characteristics using completely 
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CNN and Bi-LSTM. These techniques, however, have the following drawbacks: 1) they lack sufficient capacity to 

capture long-term dependencies for context modelling, which is critical for SER because human emotions are 

typically highly context-dependent; and 2) they do not explore the model's dynamic receptive field, whereas learning 

dynamic receptive fields rather than  maximal  ones can   improve  model generalisation ability to unknown data or 

corpus. Deep learning (DL) is an emerging study subject in machine learning (ML) that has attracted increased 

attention in recent years [5]. DL techniques for SER have various advantages over previous methods, including 

the capacity to recognise complicated structures and features without manual  extraction,  extract low-level 

features from raw data, and deal with unlabeled data [2], [6]. The primary goal of this paper is to investigate the 

various speech feature sets and extraction methods, as well as the impact of using different   deep   neural network  

(DNN) architectures to detect spoken emotions such as anger, surprise, happiness, sadness, and neutral state in  the 

ShEMO  dataset, which   is a Farsi/Persian spoken speech dataset. 

 

II. RELATED WORK 

This section comprehensively introduces Transformer uses in various disciplines as well as associated research on 

structure-based paralinguistic speech modelling. 

 

Transformer in Language Processing and Computer Vision 

First, the original Transformer is intended to handle machine translation jobs in the realm of natural language 

processing [26]. Transformer is an excellent sequence learning model for modelling long-term relationships, and 

because it is entirely based on the attention mechanism, it avoids recursion and convolution and computes hidden 

representations in parallel. The raw text signal is generally transformed into a word embedding sequence initially by the 

word and position embedding layers. The output is then sent to a stack of Transformer encoders to generate the final 

embedding, which is then followed by numerous Transformer decoders or a task-specific classifier. The Transformer 

has been used for a variety of NLP tasks such as question answering [10], named entity recognition [11], natural 

language inference [12], semantic textual similarity [13], and document categorization. 

 

Transformer in Paralinguistic Speech Processing 

There has also been a great deal of interest in using the standard Transformer in the speech domain. In general, the raw 

speech stream is divided into many overlapping frames. Then, from each frame, the spectral or deep learning-based 

features are retrieved and used as input for the Transformer [14-16], [6]. [5] investigated the use of stacked multiple 

Transformer layers to improve the information collected for voice emotion recognition. Researchers in [6] followed the 

Swin Transformer [8] construction and sliced the spectrogram into distinct patch tokens for sound classification and 

detection. Although these works indicate its usefulness, they primarily use Transformer directly, ignoring speech and 

task factors. To address this issue, [14] used a sparse Transformer to implement efficient emotion recognition. to focus 

more on the emotion-related information. [17] investigated and applied an auditory saliency method in a Transformer to 

alter feature embeddings. Transformer has also been used to diagnose Alzheimer's disease (AD) [18], [19], and to 

classify depression [20]. Ilias et al. [18], for example, used a pretrained vision Transformer [7] to extract audio features 

and achieved excellent results for dementia detection. Later, Zhu et al. [9] attempted to integrate semantic and non-

semantic speech information effectively. Both [18, 19] advocated for the use of pretrained models. [10] employed a 

Transformer- based network to extract long-term temporal context information for depression estimate. Various self-

supervised voice representation learning techniques based on Transformer have also been presented, notably wav2vec 

[1], wav2vec 2.0 [2] and [3] HuBERT. Several studies based on pretrained self-supervised models have yielded 

encouraging results in the literature [13], [14],  [19],  [9],  [4]-[17].  Monica  et  al.  [33] 

typically refined the pretrained HuBERT model for AD detection and reached competitive performance. Transformer is 

widely employed in voice recognition [8]-[10] in addition to paralinguistic tasks. Wang et al. [9] investigated the 

potential of Transformer-based acoustic models on hybrid speech recognition and achieved considerable word error 

rate improvements over conventional baselines. Gulati et al. [20] suggested a unique convolution-augmented. 
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Temporal-aware Bi- direction Multi-scale Network 

We offer TIM-Net, a unique temporal emotional modelling approach that learns long- term emotional relationships 

from forward and backward directions and captures multi-scale aspects at the frame level. The detailed network 

architecture of TIM-Net is shown in Fig. 1. The TIMNet comprises of n Temporal-Aware Blocks (TABs) in both 

forward and backward directions with various temporal receptive fields for learning multiscale representations with 

long-range dependencies. Following that, we go through each component in further depth.Block that is aware of time. 

The TAB is designed to capture dependencies between frames and automatically choose affective frames, serving as a 

key unit of TIM-Net. T signifies a TAB, each of which consists of two sub-blocks and a sigmoid function () to train 

temporal attention maps A, resulting in the temporal-aware feature F by producing the input element by element and A. 

Each identical subblock of the j-th TAB Tj begins by inserting a DC Conv with the exponentially growing dilated rate 2 

j1 and causal constraint. The dilated convolution enlarges and refines the receptive field, while the causal constraint 

prevents future information from being leaked to the past. Following the DC Conv, there is a batch normalisation, a 

ReLU function, and a spatial dropout. 

 

III. DEEP LEARNING MODELS 

Deep learning has been used efficiently by researchers in recent years due to its multi-layer structure and efficient 

results in a range of domains, including emotion recognition in speech [1]-[3], [6].DNNs are built with feed-forward 

structures that include one or more hidden layers between input and output. CNNs are another sort of deep learning 

approach that is only utilised for classification with forward-looking architecture. CNNs are frequently used to detect 

patterns and improve classification. RNNs are a type of sequential information neural network in which the outputs and 

inputs are interdependent, and this reliance is often useful in forecasting the next state of the input. RNNs, like 

CNNs, require memory to retain generic information gleaned from a sequential deep learning modelling process. 

procedure, and they usually only work well for a few generations. The biggest issue affecting RNN's overall 

performance is its susceptibility to gradient disappearance, which results in forgetting the initial input. LSTM is used to 

construct a block between frequent connections to prevent this. Bidirectional-LSTM networks can also be employed [2, 

5]. In recent years, there has been a lot of interest in the merging of CNN and LSTM networks. In the SER task, it is 

anticipated that CNN extracts specific patterns in the utterance that carry emotional information, while LSTM focuses 

on the temporal behaviour of the utterance [6], [10]. As a result, the CNN-LSTM architecture can be useful in 

categorising LLD characteristics. Attention processes in neural networks have demonstrated extensive success in a 

variety of activities, including speech recognition, machine translation, natural language understanding, and question 

answering. The basic goal of the attention mechanism is to ignore the rest and concentrate on a few closely connected 

components. This method comes in several forms (global vs. local, soft vs. hard), but its primary function is to support 

various LSTM models, such as encoder-decoder architecture (for instance, in machine translation), by preventing the 

usage of a fixed context vector as the decoder's sole output. This particular hidden LSTM layer carries all of the data 

that the LSTM encoder has extracted. In the traditional structure, all data is compressed into a context vector, which can 

be a bottleneck, and all encoder's hidden intermediary layers are disregarded. The LSTM or dense decoder are the next 

layers to receive this vector. Only this kind of summary provided by the encoder is used in subsequent steps, therefore 

the performance of the model can be hindered by lengthening the time sequence under analysis. 

 

IV. METHODOLOGY 

Three major elements and four stages make up the suggested framework. For structure- based speech unit learning, the 

unit encoder and word encoder are employed, and for the aggregation of structure-based speech units, a merger block is 

used. We begin by outlining the standards for model design. Then, we go into further detail about the suggested 

Speech Former++. 

 

Guiding Principles of Model Design 

Our architecture is designed around the statistical duration of the speech unit. As a result, we begin by estimating the 

lengths of phones and words on the corpora utilised in this work using the P2FA [68] toolset. Because the distribution 

of unit duration is similar across corpora, we show the statistical results obtained by integrating all audio recordings 
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from four corpora in Fig. 3. Because more than 80% of phones range between 50 and 200 ms, we estimate the shortest 

and longest durations of phones to be 50 and 200 ms, respectively. Similarly, about 90% of words have durations 

ranging from 250 to 1000 ms, which we consider to be the shortest and longest. 

 

 

 

 

 

Structure-Based Speech Unit Learning 

We initially extract the acoustic representations of a speech signal, x1 R T1d1, where T1 is the number of frames and 

d1 is the dimension of each frame embedding. We use a unit encoder with window Tw1 to learn the frame- grained 

features in x1 to record information about consecutive frames in the frame stage. In particular, the frame grained input 

feature x1 is divided into T1 overlapping segments. where subscript i represents the various steps in Fig 2 (for example, 

i = 1 for the frame stage, i = 2 for the phone stage, i = 3 for the word stage, and i = 4 for the utterance stage); Overlap 

Seg() illustrates overlapping segmentation, and j [1, Ti ]; xi [a: b] R (ba)di is made up of xi's a-th to b-th tokens. 

Because it is now in the frame stage, the subscript i is equal to 1. When the segment is out of range (e.g., a 0 or b > Ti), 

zero padding is used. Tw1 is set to the number of tokens that may be contained during 50 ms (the shortest phone time) 

of input x1. As a result, the interactions of neighbouring frames 

 

Structure-Based Speech Unit Aggregation 

Inspired by the property of hierarchy We propose a merging block to generate the relevant characteristics under the 

statistical instruction of voice signals that may be gradually classified into frames, phones, and words durations of the 

speech units. Merging blocks are employed between each level, as seen in Fig. 2. The acoustic input of frame stage x1 

initially represents the attributes of each frame from the original voice signal. We use average pooling over the output 

of the frame stage x 1 with a merging scale M1 of 50 to supply the phone-grained input to the phone stage. ms (the 

shortest phone time). The phone grained feature x2 is then created using a linear projection and layer normalisation. 

Each token in x2 represents the information of a sub phoneme since the information contained every 50 ms is 

consolidated into a token in x2. Similarly, when attempting to generate the word-grained input x3 for the word stage, 

the merging scale M2 is set to 250 ms (the shortest duration of words), resulting in each token in x3 representing a sub 

word. Finally, the final merging block is applied to the word stage x 3 output while merging scale M3 is set to 1000 ms 

(the longest duration of words) to roughly simulate the amount of words in the utterance sample. 
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V. IMPLEMENTATION DETAILS 

Acoustic characteristics: Motivated by the success of self-supervised learning models in a variety of speech tasks, we 

employ the pretrained HuBERT-large [53] model to extract acoustic characteristics.  

The duration of each frame analysed by HuBERT is 25 ms, and the hop length used when yielding the time between 

overlapping frames is 20 milliseconds. The time difference between consecutive frames is 5 milliseconds. For each 

utterance sample, 1024-dimensional frame-grained characteristics are extracted. It was recently revealed that the 

middle layer output has the greatest pronunciation-related properties [76]. As a result, in HuBERT, we use the output 

from the 12-th layer of the 24-layer Transformer encoder. Unless specified differently, the pretrained self-supervised 

models are only used to extract acoustic information traits and will be excluded from the training method. The 

maximum sequence lengths are 326, 224, 328, and 426 because 80% of samples in each dataset are shorter than the 

appropriate set sequence lengths for IEMOCAP, MELD, Pitt, and DAIC-WOZ, respectively. We also present Speech 

Former++ results with hand-crafted features, such as 80-dimensional log-mel filter bank coefficients (FBANK). Hubert 

features are used in Speech Former++ unless otherwise specified. 

 

 

 

 

 

 

 

Training Details 

We train Speech Former++ from start to finish on an Nvidia GeForce RTX 2080 Ti GPU. For IEMOCAP, MELD, 

Pitt, and DAIC-WOZ, the total number of training epochs is set to 120, 120, 80, and 60, respectively, and the initial 

learning rates are set to 0.0005, 0.0005, 0.001, and 0.0001, respectively. Cosine annealing reduces the learning rate to 

1% of the original. The batch size has been set to 32. SGD updates the model with momentum 0.9. In MAS, the 

number of attention heads is fixed to eight. To keep things simple, the dimensions of xi and zi, i 1, 2, 3, 4, are all set to 

1024. Unless otherwise specified, the number of layers in the frame stage N1, phone stage N2, and word stage N3 is 2, 

2, and 4, respectively, and the number of Transformer encoders in the utterance stage N4 is 4. As a result, Speech 

Former++ has a total of 12 levels. 

 
 

VI. CONCLUSION 

We propose a context-dependent domain adversarial neural network for multimodal emotion recognition in this paper. 

We run trials on the IEMOCAP database to see how effective our proposed strategy is. The experimental results show 

that our strategy allows the model to focus on emotion-related information while ignoring the difference between 

speaker identities. This is why, when compared to the fully supervised learning technique, we gain greater performance 

on unseen speakers. Meanwhile, our approach can correctly use unlabeled materials and generate good results in low-

resource conditions. Furthermore, we show that using contextual and multimodal information in DANN can increase 

emotion recognition performance. Because of the benefits listed above, this unique approach outperforms state-of-the-

art methodologies for emotion recognition. Without employing explicit linguistic information, we achieve state-of-the-

art valence recognition performance on MSP-Podcast of.638 and credit this extraordinary result to implicit linguistic 
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information learned through fine-tuning of the self-attention layers. We make available to the community our highest 

performing model (w2v2- L-robust-12) [26]. Transformer topologies are more resistant to tiny perturbations, perform 

well in (biological sex) groups if not individuals, and generalise across domains. Our findings show that a new era in 

speech emotion detection is dawning: the era of pre-trained, transformer-based foundation models, which can ultimately 

lead to the coveted integration of the two primary information streams of spoken language, linguistics, and 

paralinguistics 
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