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Abstract: Human emotion detection through images is one of the most daunting challenge in the field of 

artificial intelligence. Machine Learning and Deep Learning are the two major technologies which are used 

for detecting the facial emotions. Deep Learning based neural networks provides better performance and 

accuracy. Face detection is a major step in our system that allows us to identify people or objects that are 

facing the camera. We then use feature extraction to separate individual images into different parts of 

multidimensional spaces. Finally, we use emotion classification to detect what emotions you’re experiencing. 

Deep-learning approaches are taking part in a vital role in classification tasks. This paper deals with facial 

emotion recognition by applying transfer learning approaches. During this work pre-trained networks of 

VGG16 and MobileNet are used. The fully connected layers of the pre-trained ConvNets are eliminated, and 

that we add our fully connected layers that are appropriate for the number of directions in our task. Finally, 

the recent added layers are solely trainable to update the weights. This paper proposes a Convolutional 

Neural Network (CNN) based on Deep Learning architecture which will extract the features and at the same 

time classify the emotions into seven categories. The model will use three datasets: Japanese Female Facial 

Expressions (JAFFE), Extended Cohn-Kanade Dataset (CK+) and Facial Expression Recognition 2013 

(FER2013) to train itself and increase its accuracy. 
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I. INTRODUCTION 

Emotions are known to play a very dominant role in our life. It is not possible to imagine our life without expressions. 

Emotions can be expressed through verbal and non-verbal ways. Emotions govern the human body, and it is said that 

Facial Expressions and the body language is a key feature of human interaction. Facial expression is a form of non-verbal 

method of emotion expression. Research has shown that 55% 

of the information during communication is passed on by Facial Expressions. Facial expression is also found to play a 

crucial role in the area of human-machine interaction. Currently 

Artificial Intelligence (AI) is used for face detection using neural networks. Machine Learning and Deep Learning have 

been the major technologies which are used to recognise. 

these facial emotions. In this review we find a brief description of various types of pre-processing and classification 

methods which are used to identify facial emotions using Machine Learning and Deep Learning. We propose a system 

using Convolution Neural Network (CNN) based on deep learning to identify seven facial emotions. The seven emotions 

include emotions such as anger, sadness, disgust, happiness, fear, surprise and neutral. Previously researchers have used 

both machine learning as well as deep learning for emotion recognition. This paper also dives into the various types of 

datasets available to train the neural network as well as compares various algorithms used for classifying the emotions. It 

discusses the CNN and the various layers used for extracting features from the facial image. The classic human computer 

interaction does not take into account the emotional state of the user and hence is likely to lose a lot of valuable data. 

The emotions captured by facial expressions can be used in various researches as well as other fields such as marketing, 

security, educational activities, etc. Due to the ever-increasing availability of computational power and the training 

datasets, the performance and the accuracy of these systems is bound to increase. 
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II. RELATED WORKS 

2.1 Human Facial Expressions 

Many attempts have been made previously to make an automatic facial expression tool [1] as it has applications in many 

fields such as driving assist systems, robotics, medicine, and lie detector [2,3,4]. The key features of human interaction 

include facial expression and body language. In the nineteenth century, [5] Charles Darwin published about the Globally 

common facial expressions. Ekman Friesen in 1971 showed how facial behaviours are correlated uniformly with specific 

emotions in humans [6], he defined seven expressions (anger, feared, happy, sad, contempt [7], disgust, and surprise). Not 

only humans but also animals produce certain specific muscle movements which are related to a mental state. 

 

2.2 Image Classification Techniques 

Image classification generally consists of feature extraction and classification. Various techniques have been inquired for 

FER in recent times. The traditional pioneer methods start with extracting features from the image and then use the feature 

values to classify the emotion. The recent deep learning-based methods combine both tasks in a single process. Several 

studies were reviewed and compared with the existing FER models [8,9,10,11]. The recent ones include the deep learning-

based FER methods [10,11]. 

The following sections briefly explain the techniques employed in the FER methods: Machine Learning-Based FER 

Approaches: 

In the Artificial Intelligence (AI) domain, Automatic Facial Emotion Recognition is a challenging task chiefly in the 

Machine Learning subdomain. Several conventionally used machine learning methods (e.g., neural network, Knearest 

neighbor (KNN)) are used for the evolution of the FER methods. Xiao-Xu and Wei [12] gave the initiated FER method by 

adding wavelet energy feature (WEF) to the facial image, then extracted the features using Fischer's linear discriminants 

(FLD) and classified the images finally using the K-nearest neighbor (KNN) method. 

Zhao et al. [13] also used KNN but for feature extraction, they employed Principal component analysis (PCA) and 

nonnegative matrix factorization. 

Support Vector Machine (SVM) was used to classify the emotions extracted in several models: 

Liew and Yairi [8], did a comparative study of SVM and other methods (e.g., KNN, LDA, etc.) for feature classification 

by engaging different methods (e.g., Gabor, LBP, and Haar). 

The crucial limitation of the traditional aforementioned method is that it only considers frontal view for the FER model. 

The features extracted by conventional methods are different for profile and frontal views. 

 

Deep Learning-Based FER Approaches: 

A relatively newer approach in machine learning is Deep Learning, and to date, various CNN-based studies have been 

conducted. 

A deep belief network (DBN) was integrated with the neural network which was used for unsupervised feature learning by 

Zhao and Zhang [14]. 

A standard CNN architecture was considered by Pranav et al. 

[15] with two convolutional pooling layers for FER. 

A recent model developed by Akriti et al. [33] has proposed a deep learning-based CNN model carried out in terms of 

validation accuracy, computational complexity, detection rate, learning rate, validation loss, computational time per step. 

To handle the occlusions and pose variations Sreelakshmi et al[32] presented an emotion recognition system by using 

MobileNet architecture. The model is sampled on real- time clotted images and achieves an precision of 92.5% . It runs 

on a CPU core in seconds and can be trained from scratch or with quantized datasets. 

Aravind Ravi[33] proposed pre-trained CNN features based on facial emotion recognition. In this work, a pre-trained 

VGG19 network is used to extract the features and the support vector machine is used to predict the expressions in an 

attempt of obtaining a model that can be utilized for classification of expressions. 

A recent model developed by Shengbin Wu [35], has proposed a model based on the improved VGG16 model which has 

insufficient feature data and a low recognition rate in face expression recognition. The improved VGG16 network is used 
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to extract the features of facial expression gray image, and the high-level features are input into the CNN model. As results 

show that the improved VGG16 network model is effective in training and testing expression recognition. 

I Gede Putra Kusuma Negara, Andreas Pangestu Lim, Jonathan Jonathan [36] has proposed network is classified as SBNN 

with VGG-16 as the base model, which was modified into using 13 convolutional layers and GAP as the last pooling layer. 

 

Recent Innovations 

Recent studies on the facial recognition techniques: The impact of facial asymmetry as a marker of age estimation was 

studied by Sajid et al. [16]. The right face asymmetry was found to be better when compared with the left face asymmetry. 

Still one of the big questions remains with the face pose appearance. The solution to the problem of variability in the facial 

pose was provided by Ratyal et al. [17]. He used a threedimensional approach for facial poses. Many issues persist such as 

make-up [19], lighting conditions, and poses which are solved using CNN [17,18]. 

Recently, outstanding accomplishments have been made in Facial Expression detection [20,21,22] which has led to 

advancements in neuroscience [23] and cognitive science [24]. Facial emotion recognition is growing quickly as a 

subdomain of image processing and AI. Given the availability of computational power and training datasets, the 

performance of the FER models can be increased substantially. 

 

III. DATASET 

The database helps us to build a facial emotion recognition system that can produce results that are even more contrasting 

with related works. Most databases are based on 2D still images. Some basic emotions are categorized by databases namely 

(happiness, disgust, fear, sadness, surprise, and anger) and additionally the neutral expression. Several 

informationbased subjects for recognizing facial emotions have been approached to represent the emotions of a particular 

reference, while others attempted to animate unconstrained and real facial emotions. We have incorporated images from 

the following datasets and we have created our own unique datasets: 

 Extended Cohn-Kanade Dataset (CK+): The Extended Cohn-Kanade Dataset (CK+) is a public benchmark 

dataset for action units and emotion recognition. The dataset comprises a sum of 5,876 marked images of 123 

beings, where the sequences distinguish from neutral to peak expression. Images in the CK+ dataset are all posed 

with similar backgrounds, mostly grayscale, and 640 x 490 pixels. Mostly, there are eight emotions with which 

each sequence is marked: neutrality, anger, happiness, sadness, surprise, fear, disgust, and contempt. 

 Japanese Female Facial Expressions (JAFFE): This dataset has a collection of 213 images of seven fundamental 

feelings (6 basic facial expressions and neutral), in addition to the neutral emotion presented by 10 Japanese 

female models. 60 Japanese subjects have labelled each of these images and a resolution of 256 x 256 pixels. 

 Karolinska Directed Emotional Faces (KDEF): Includes a set of 4900 photographs depicting the emotions of the 

human face. This set includes 70 consisting of half men and half women, showing six basic emotions and 

including neutral expressions with the resolution of 762 x 562 pixels. Every emotion is seen from five distinct 

angles and was captured in two meetings. 

 Facial Expression Recognition 2013 (FER-2013): This is created with Google's image search API to search for 

photos of people that coordinate a bunch of 184 emotions related to terms such as "happiness", "madness" and so 

on. These terms, combined with words identified by age, gender, and nationality, resulted in a grayscale image of 

35,887 with a resolution of 48 x 48 planned for six major emotions, in addition to neutral emotions. 

 Real-Time Dataset: When the user runs our application the emotions are recognized and the images captured, then 

the captured images are used to update the existing dataset, thereby creating a realtime dataset and increasing the 

accuracy. 

Figure 1. Model 
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III. METHODOLOGY 

Emotion detection by facial expressions is a booming investigation in the field of Computer Vision. The progress made in 

this research tells us that there are three main steps to identify facial emotions, i.e., face detection, feature extraction and 

emotion classification. In our proposed model we used these three steps using deep learning as we found with our research 

that the computational time decreases, performance accuracy increases with this approach. 

Face Detection 

Face detection is an image pre-processing stage that is used to identify the facial expressions of humans. Image processing 

also advances the performance of the FER system. It has several types of processes such as adjustment of contrast, image 

clarity, cropping and scaling of the image. There are numerous methods for detection and image processing. 

 

Haar Cascade 

Haar Cascade is an object detection algorithm which is used to identify facial features in a real time video or image, the 

algorithm uses edge or line detection features. Here the darker areas are pixels with value 1, and lighter with value 0. Each 

of these values is in charge for finding one feature in the image. 

 

OpenCV 

OpenCV is an open-source computer vision and machine learning software system library. The library has over 2500 

optimized algorithms, which has a comprehensive set of each classic and progressive computer vision and machine 

learning algorithms. These algorithms will be used to identify and acknowledge faces, detect objects, classify human 

actions in videos, track camera movements, track moving objects, extract 3D models of objects, build 3D point clouds 

from stereo cameras, repair images along to generate a high-resolution image of a complete scene, appear similar images 

from an image database, etc. OpenCV leans mostly towards real-time vision applications. 

 

Adaboost 

Adaboost is implemented to eliminate the redundant feature of Haar. A precise number of these features can be combined 

to create a good classifier. The primary challenge is to search out these features. A variant of AdaBoost is used for 

selecting features and train the classifier. Using Adaboost we can determine the relevant feature and if it is present, it 

would have the binary value as 1, otherwise binary value 0. 

 

Image Data Generator 

Extraction of features 

It is a crucial step for the FER system. It is the finding and identifying the features within the input image. Feature 

extraction is an important step for the better categorization of the emotion. 

Image data generator is implemented for the generation of the batches containing the data of tensor images and is utilized 

within the domain of real-time data augmentation. We are able to loop over the data in batches once we utilize the image 

data generator in Keras. There are different techniques and arguments of the image data generator class that helps to outline 

the behavior of the data generation. 

 

Convolutional Neural Network (CNN) 

A convolutional neural network, or CNN, is a deep learning neural network aimed for processing structured array of data 

such as images or videos. CNN is widely used in computer vision and has become the most commonly used for many visual 

applications such as image classification, and has also found success in natural language processing for text classification. 

A convolutional neural network is usually used to investigate visual images through processing data with gridlike topology. 

In additionally, referred to as a ConvNet. It is used to detect and classify objects in an image. A CNN often with up to 20 

to 30 layers. The power of a CNN comes from the special kind of layer is known as convolutional layer. The usage of 

convolutional layer in an exceedingly CNN mirrors the structure of the human cortical region, wherever a series of layers 

method an incoming image associated determine a lot of more complex options. 
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Structure of CNN contains: 

 Convolution Layer: Convolutional layer is also known for feature extraction. The filter is placed on top of the 

input image and the dot product is taken. The output is known as a feature map and is further fed to other layers. 

Pooling Layer: Pooling layer is used to reduce the size of the feature map. This layer is placed in between 

convolutional and Fully connected layer. 

 ReLU Layer: The Rectified Linear Unit is a linear function that will produce a positive output for the input, 

otherwise if there is no input then the output would be zero. It has become a default function as it is easy to train 

and gives better performance. 

 Fully Connected Layer: The goal of the Fully Connected Layer is to classify the input image into various segments 

based on the trained dataset. 

After extraction of all features a Softmax classifier is used for classification. 

There are several transfer learning models we selected a couple to analyse our dataset namely MobileNet and VGG16. 

 

Classification 

This is the last step for the FER system, the classifier is used to extract expressions. The classification is done in 7 

emotions. The facial emotions that can be detected and classified by this system are Happy, Sad, Anger, Fear, Disgust 

Surprise and Neutral. We have used OpenCV for image processing tasks where we identify a face from a live webcam feed 

and then process that video with the dataset we have already trained. 

 

Transfer Learning Models 

Transfer learning is a machine learning technique that enables data scientists to benefit from the knowledge gained from a 

previously used machine learning model for a similar task. There are several models include: 

 

MobileNet 

The MobileNet model is meant to be utilized in mobile applications, and it's TensorFlow’s first mobile computer vision 

model. MobileNet uses depthwise 

separable convolutions. It considerably reduces the quantity of parameters when contrast to the network with regular 

convolutions with identical depth within the nets. This leads to light-weight deep neural networks [26,27]. 

MobileNet is a model that will constant convolution as done by CNN to filter images however in an exceedingly totally 

different method than those done by the previous CNN. It uses the concept of Depth convolution and Pointwise 

convolution that is totally different from the commonly convolution as done by normal CNNs [26]. This will increase the 

potency of CNN to predict images and hence they will be able to contend within the mobile systems in addition. Since these 

ways of convolution bring to the comparison and recognition time plenty, therefore it provides a higher response in an 

exceedingly very short time and hence we tend to utilize them as our image recognition model. 

 

Architecture of MobileNet: 

MobileNets for mobile and embedded vision applications is planned, which supported an efficient design that uses 

depthwise separable convolutions to create light-weight deep neural networks. 

Two straightforward global hyper-parameters that expeditiously tradeoff between latency and accuracy take place to 

introduce. 

 

Advantages of MobileNet: 

 Reduced network size - 17MB. 

 Reduced range of parameters - 4.2 million. 

 Faster in performance and are helpful for mobile applications. 

 Small, low-latency convolutional neural network. 
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Disadvantages of MobileNet: 

 It is less correct than alternative progressive networks. There is just a small reduction in accuracy in comparison 

to alternative networks 

 

VGG16 

VGG may well be a classical convolutional neural network (CNN) design. The sixteen in VGG16 refers that it has sixteen 

layers that have weights. It’s 3*3 convolutions but immeasurable filters. The thought of this model was projected in 2013, 

but the actual model was submitted throughout the ILSVRC ImageNet Challenge in 2014. VGG16 is one in each of the 

numerous innovations that sealed the approach for several innovations that followed throughout this field. 

VGG16 was known to be the most effective performing arts model on the ImageNet dataset. It's free a series of 

convolutional network models starting with VGG, which might be applied to face recognition and image classification, 

from VGG16 to VGG19. The initial purpose of VGG’s analysis of convolutional networks is to know however the depth 

of convolutional networks affects the accuracy and accuracy of enormous scale image classification and recognition 

 

Architecture of VGG16: 

The number 16 within the name VGG refers to the certainty that it is 16 layers deep neural network (VGGnet). This 

suggests that VGG16 may be a pretty intensive network and includes a total of around 138 million parameters. Even as per 

the current standards, it's an enormous network. However, VGGNet16 architecture’s simplicity is what makes the network 

a lot of appealing. Simply by observing its design, it will be same that it's quite uniform. 

There are rare convolution layers followed by a pooling layer that reduces the height and the width. If we glance at the 

number of filters that we are able to use, around 64 filters are convenient that we are able to double to concerning 128 and 

then to 256 filters. Within the last layers, we are able to use 512 filters. 

 

Advantages of VGG16: 

 It is a very good architecture for bench marking on a particular task. 

 similarly, pre-trained networks for VGG are obtainable freely on the internet, so that it's generally exercised out of 

the box for multiple uses 

 Disadvantages of VGG16: 

 It's bitterly slow to train. 

 The network architecture loads themselves are relatively bulky 

Parameters VGG16 MobileNet 

ImageNet Accuracy 71.5% 70.6% 

Learnable Parameters (Millions) 138 4.2 

Using our dataset Accuracy 93.8% 94.4% 

Layers 16 28 

Size (MB) 53 17 

Figure 2. Comparison of VGG16 vs MobileNet 

According to the implementation, we have arrived at the conclusion that the accuracy of the model depends not only on the 

number of layers but also on the types of layers as well as the data provided to the model. Since we are using a real-time dataset 

which stores the images of the users while the application is running, the data generated can be used to increase the accuracy of the 

model. Overall, we have achieved higher accuracy and tried to implement the system using transfer learning models. 

 

V. CONCLUSION 

It is important to note that there is no specific way to build a neural network that would work well. Different problems would 

require different network architecture and a lot of trial and errors to produce desirable validation accuracy. This is the reason why 

neural nets are often called as "black-box algorithms.". From the research conducted till now from research papers and articles, we 

have decided to use the CNN algorithm for training our deep learning model which will extract features from the images and will 
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predict the emotions. As with the database, we have decided to use the JAFFE, CK+ and FER2013 datasets to train our model as 

these datasets provide higher accuracy and also have an adequate quality of images which will give us a better accuracy overall. 

This research and software implementation will be beneficial for future works related to facial feature extraction. 
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