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Abstract: Now a days with the increasing popularity of internet, online marketing is going to become more
and more popular. This is because, a lot of products and services are easily available online. Hence, reviews
about these all products and services are very important for customers as well as organizations. Prior to
buying a product, people usually inform themselves by reading online reviews. To make more profit sellers
often try to fake user experience. As customers are being deceived this way, recognizing and removing fake
reviews is of great importance.
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I. INTRODUCTION
As Internet continues to grow, online reviews are becoming more relevant source of information. Knowing that products’
success depends on customer reviews, sellers often try to deceive buyers by posting fake comments. Sellers can post
reviews themselves or pay other individuals to do it for them. This practice of posting fraudulent reviews is known as
opinion or review spam. Spammers can be hired to post positive reviews, or to write bad reviews to damage competitors’
business.

II. LITERATURE SURVEY

Literature survey is gathering the information of previous work done related to your project. It contains the research study
year, researchers name, technologies used and drawback of the system. Detection of opinion spam was first introduced
by Jindal & Liu in 2008. They categorized the review spam into 3 categories: Untruthful opinions (if fraudsters write
positive fake opinions to promote some targets is called as hyper spam and if fraudsters write negative fake opinions to
damage the reputation of some targets is called as defaming spam), reviews on brands only (fraudsters write only about
the brand, i.e. the manufacturers of the products rather than the products) and non-reviews (fraudsters write something
that is totally unrelated to the products, this may be either advertisements or irrelevant opinion). Authors introduced three
types of featurein their proposed work i.e., review centric features, reviewer centric features and product centric features.
Lim et al. proposed a model that is based on behavior of spammers. They used to assign a rank to spammer on the basis
of behavior scoring method and they detect spammers according to that rank. Authors collected data set from amazon.com
and applied the concept of both behavior scoring method and supervised learning technique to detect review spammers.

III. MODELLING AND DESIGN

3.1 SDLC-Waterfall Model

The Waterfall Model was the first Process Model to be introduced. It is also referred to asa linear-sequential life
cycle model. It is very simple to understand and use. In a waterfall model, each phase must be completed before the next
phase can begin and there is no overlapping in the phases Level-2 Heading: A level-2 heading must be in Italic,
left-justified and numbered using an uppercase alphabetic letter followed by a period. For example, see heading “C.
Section Headings” above .The Waterfall model is the earliest SDLC approach that was used for software
development .The waterfall Model illustrates the software development process in a linear sequential flow.This means
that any phase in the development process begins only if the previous phase is complete. In this waterfall model, the
phases do not overlap.

Copyright to IJARSCT DOI: 10.48175/568 1SS

A 69
www.ijarsct.co.in 4| 2581-9429 |2

&\ IVARSCT /5




(/ IJARSCT ISSN (Online) 2581-9429

~(, ,. International Journal of Advanced Research in Science, Communication and Technology (IJARSCT)
IJ ARSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal
Impact Factor: 7.301 Volume 3, Issue 11, May 2023

Waterfall Model-Design
Waterfall approach was first SDLC Model to be used widely in Software Engineering to ensure success of the
project. In "The Waterfall" approach, the whole process of software development is divided into separate phases .
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Fig 1.0. Waterfall Model

3.2 Block Diagram

As shown in above architecture a dataset has been collected and a classification model has been developed and
evaluated. The purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and
clean data allows a data scientist to get more precise results from an applied machine learning model. The technique
includes data formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three
subsets training, test, and validation sets. Training set. A data scientist uses a training set to train a model and define its
optimal parameters it has to learn from data. Test set.
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Fig 2.0. Block diagram

2.3 System Architecture

in above architecture a dataset has been collected and a classification model has been developed and evaluated. The
purpose of preprocessing is to convert raw data into a form that fits machine learning. Structured and clean data allows
a data scientist to get more precise results from an applied machine learning model. The technique includes data
formatting, cleaning, and sampling. A dataset used for machine learning should be partitioned into three subsets training,
test, and validation sets. Training set.
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Fig. system architecture
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Data objects represented by labeled arrows and transformation are represented by circles also called as bubbles. DFD is
presented in a hierarchical fashion i.e, the first data flow model represents the system as a whole. Subsequent DFD refine
the context diagram (level 0 DFD), providing increasing details with each subsequent level. The DFD enables the
software engineer to develop models of the information domain & functional domain at the same time. As the DFD is
refined into greater levels of details, the analyst perform an implicit functional 25 decomposition of the system.
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Load Data:
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# visualization libs

impart seaborn as sns

import matplotlib.pyplot as plt
impart matplotlib.pyplot as plt
from matplotlib.pyplot import figure

Load data

In [2}: for dirname, , filenames in os.walk{'/kaggle/input'):
for filename in filenames:
print(oes.path.join{dirnane, filename))

gale

fhaggle/input/amazon-product-review-spam-and-non-spam/Home _and Kitchen/Home and Kitchen.json
.Fknggle!uput!mzon—produut—reueu spnn—nnd—non—span!pa:t json/part.json

fhaggle/input/ 1 B span/Electronica/Elactronica. json
nuyqluIinpur.fm!an-prnduet-:av;n-:pu--nd-nnn-:pna/npqruu json/separate. json

fkaggle/input/, product-revi P pam/Clothing_Shoes_and Jewelry/Clothing Shoes_and Jewelry.json
!kwaelmput!mzon-pxndnct CEvView- spi.u—am—lmn—spanlamru and_Outdoors/Sports_and Outdoors.json

/kaggle/input/, —re\rl pam-and pam/Cell Phones and Accessories/Cell Phones and Accessories.json
fkaggle/input/amazan. W-Sp o -spam/Toys_and Games/Toys_and _Games.json

Data preprocessing

In [3]: # remave z'ecmnd.!n( calumng

Data Preprocessing:
& Chrome Flle Edit View Mistory Bookmarks Profiles Tab  Window Heip 7 = sl Moniz3sPM Q =
0@ = pownloads/ X @ review-spam-detection-mi-dl X 4 -
C (D localhost:B888/notebooks/Downloads/review-spam-detection-mi-dl.{pynb (- 4 » 0O . i
~ jupyter review-spam-detection-mi-dl (unssved changes) A oo
File Edit View inset Cel Kemel  Widgets Help Mot Trusted | Python 3 (pykemel O
B + = &0 4+ 4+ rrhun B C » code v =

Data preprocessing

In |3): # remove redundant colummns
toys _df = toys.drop([ 'unixReviewTime', 'reviewerID’, 'asin'], axis=1)

toys = []
toys_df = toys_df.dropnaisubset=[ class'])
# toys df

# normalire and scals the overall column (product rating)

# x = tops df| ‘owerall']

# x = x.values.reshapef-1,1)

# min _max scaler = preprocessing.MinMaxScaler{)

# x scaled = min max scaler.fit transform(x)

# toys dff '‘overall'] = pd.DataFrame{x scaled)

toys_df = toys df.rename(columns={"overall”: "rating”, “helpful” : "votes-down/up"})
# toys dE[ 'reviewText'] = toys_dff 'reviewText'].astype| 'str’)

# id column cleanup

toys df = toys df.rename(columns={" id": *id"})

toys df|'id'] = toys df['id'].dropna{)

toys_df[ 'id'] = toys_df[ "id'].astype{ 'str’)

toys dff'id'] = toys df[’'id'].str.split(’ ').str[l].str.replace{'}’, '")j.str[l:-1]

# review time column cleanup
toys_df| ‘reviewTime"] = toys_df[ reviewTime'].str.replace(’',', '').str.replace(’ ", ".'}

# text columns cleanup
toys_df['reviewText'] = toys df[ 'reviewText'].str.lower().str.replace{’[“\w\s]', ')
toys df = toys df.loc[toys_df[ reviewText'].str.len{(} > 30) # average length of the seatace is 20-I15 words at 4.7 chars
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True Positive(TF) = 312485 80.37

False Positive(FP) = 24448 6.29

True Hegative(TH) = 41235 10.61

Falee Hegative[FN) = 10613 2.73

Aecuracy of the binary classification = 0,910
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Predicted label
MultinomialKB

True Positive(TP) = 3121608 82.71
False Positive(FP] = 51043 13.13
True Fegative(TH) = 14840 3.77
False Negative(FH] = 1470 0.38
hccuracy of the binary classification = 0.065

@ Chrome Flle Edit View History Bookmarks Profiles  Tab  Window Help

7 2 ED MoniZ3EPM O =

° L] — Downinacs] ® 8 review-spam-deteciion-mi-nl X + 5
C (@ localhost:BBEE/nolebocks/D = lreview-spam-gelaction-mi-gl pynk oo *» 0@ :
:’Jup)rler review-spam-detection-mi-dl jurssved changes) I Logout
File Edi Wiew Inssrt Cal Kamel Widgeis Help ot Trussed | Python 3 fpykermel O
B+ @&l # & FAm B C B coce v =

ut ]3] -
id reviewerName reviewTexi rating summary reviewTima category class
0 58132B20741a23eB7E20 Feree Mo foviesimeey 4 ChAPOCTWRCES a27a0id RysandGemes 1
2 SH132R20741a0364eBTRNET2 Daflsh G. 1] w""“mﬁ_’f 5 Gomsl CO-ROM 10222013 Toys and Games 1
great prodhust thank yau
3 5a132826741a238406TSREN Macols Sosder o orsonkwedie 5 Puzks 12282013 Toys.and Games 1
it nal 88 Aiostin =
4 Su132H20747a238408 0TS Dayna English o0 strearmiined as the L ‘atoricts ar 202013 Toys and Games ]
sgeted | m. P——
iy 50n gof this book
§ 581I2RINT41AIA4AATIRE0R Beth Sham oo fex his Birncsay he 1 DuappokigRENe 0,0 0011 foye and Games O
Rosw love.. ook
doney locks awesame
1967135 SaliZRECT4TaIBleBacORed  ben brighiman B4  inhiswoedoamn 4 Awesomeloy Poenot gr 32014 Toys.and Games 1
...
wihen | was a ko |
1007136 5a11089274142384680: 0062 Gary P 2y wvpheardand 5 SORTHESWEEIN 07123014 Toys and Games 1
1997137 8211280074105 et Mams of Thres qu ".‘ﬁ:mm 5 Groat Saff  G7.21.2014 Toys_and Games 1
1907138 5a1I0B00741A230468000S Braincd Schwarz oo : 5y o OT202014 Toysand Games 1

Lma20ad

Copyright to IJARSCT DOI: 10.48175/568 73

www.ijarsct.co.in 2581-9429

IJARSCT




(4 IJARSCT ISSN (Online) 2581-9429

xx International Journal of Advanced Research in Science, Communication and Technology (IJARSCT)

IJA RSCT International Open-Access, Double-Blind, Peer-Reviewed, Refereed, Multidisciplinary Online Journal
Impact Factor: 7.301 Volume 3, Issue 11, May 2023
IV. CONCLUSION

This paper presented an extensive survey of the most notable works to date on machine learning-based fake review
detection. The spam review detection using ML is designed for filtering the fake reviews. People write unworthy
positive reviews about products to promote them. In some cases malicious negative reviews to other (competitive)
products are given in order to damage their reputation. Some of these consists of non-reviews (e.g., ads and promotions)
which contain no opinions about the product We detecting the reviews that are not genuine or which are used to deviate
the consumers opinion in a certain direction becomes even more difficult. Opinion spamming or fake review detection
is thus significant problem for ecommerce sites and other service providers as the consumer these days rely highly on
such opinions or reviews.
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