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Abstract: Multiple Choice questions is the go to assessment technique used for competitive entrance 

exams, company's aptitude screening process and for the assessment exams of various institutions and 

universities. The rise of the online paradigm due to the pandemic has also changed the way universities and 

institutions conduct their assessment exams* Hence, MCQs play an important role in assessment of skill 

and knowledge in different domains and situations* However, it becomes very difficult for a human to 

generate large amount of MCQs along with good quality distractors in limited time. This problem can be 

solved using state of the art natural language processing and deep learning techniques. Our work is an 

attempt to generate multiple choice based questions which can be used for assessment in an exam setting. 

This paper proposes a system which uses T5 transformer for question generation and other state of the art 

deep learning technique for distractor generation generate multiple choice questions which resembles the 

human way of questioning. 
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I. INTRODUCTION 

Assessment is an important part of the learning process since it helps an individual to identify the areas of improvement 

and MCQs have emerged as an important tool for assessment [1]. Multiple Choice Questions (MCQs) are the set of 

questions that provides multiple options, usually four out of which one is correct and the other three are wrong. These 

wrong options are called distractors and the correct option is the key [2]. The sentence from which one question is 

generated forms the stem of the multiple-choice question. The manual generation of Multiple Choice Questions is a 

tedious task and takes up a majority of the time of an individual [3]. It’s even more difficult to form questions that are 

tricky to solve since it needs to be formed with multiple layers of contextual depth. Both educators and students will be 

benefitted from this system since it will help them in the assessment process by eliminating human error and saving 

precious time.  

The new online paradigm has changed the exam patterns from subjective to objective-based where MCQs play an 

important role in the assessment. Even competitive entrance exams tend to use MCQs as a part of their assessment. It 

becomes difficult for examiners to generate questions in short span of time. So there is a growing need for a system that 

can create questions with ease and less amount of time and requires less human effort. Along with this, parents of 

young students find it difficult to assess the knowledge of their wards on a particular topic since they don’t have the 

time to form questions and find their answers. If there is an interface that presents the questions to the student and 

assesses their knowledge on a particular topic then it will be easy for both the parents and their children. 

This paper is an attempt to solve this problem of manual generation of MCQs by presenting a system that generates 

questions from the provided text along with the key and the distractors. This system will make use of the recent 

advancements in deep learning techniques for the task of natural language processing. It also ensures that different 

questions are generated on every run of the system.  

 

II. RELATED WORK 

The recent advancements in the field of deep learning like RNN models and Transformer architectures have changed 

the way we solve natural language processing problems. The previous works on the task of Question Generation use 
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traditional natural language processing techniques of writing rules and finding patterns [2]. Most of the question 

generation work includes a common workflow which includes - extracting phrases from the context and finding 

context-based options which are incorrect i.e. the distractors. The distractor generation task is usually trained using the 

RACE dataset [13]. A neural keyphrase extraction and detection are used to select the sequence of words that would be 

picked by humans [4]. A sequence to sequence approach with 2 RNN models in which the document and the answer act 

as sources of information are also used for question generation [5]. Models that include reinforcement learning generate 

the questions by including multiple documents in the corpus [6]. The introduction of the attention mechanism based 

transformer model made huge improvements in natural language processing tasks with a BLEU score of 41.8 in 

machine translation [16]. Transformer based models like BERT gives a significant performance at both sentence and 

paragraph level document [7]. One of the recent breakthroughs in the field of text to text generation is the T5 

transformer which uses the idea of transfer learning [17]. SQuAD [8], HotpotQA [9] are some of the common datasets 

that are used for the training of this task. The evaluation measures used are BLEU [10], ROUGE [11], and METEOR 

[12]. The BLEU score of basic seq2seq model is 10.5, focusing on answer technique based on HotPotQA is 28.5 

whereas pretrained models is 34. Hence pretrained models perform better compared to other basic seq2seq, external 

content QG, focusing on answer techniques, etc. 

There are some online question generation services like QuestGen [14], Quillionz [14] which come with words 

limitation or paid licences. We aim to offer an open-source and free system for question generation by uploading a pdf 

or a text. 

 

III. MODEL IMPLEMENTED 

The model implemented in the system is the T5 transformer model. Standard RNN model [19] has a mechanism of 

“remembering” the previous inputs and producing an output based on all of the inputs and sequence to sequence RNN 

model has two parts - encoder and decoder. But this standard RNN sequence to sequence model is too slow to train. 

The 2017 paper [16] titled “Attention is all you need” proposes a transformer model which makes use of parallel 

computation power of GPUs and proposes the attention mechanism. Since the inception of the paper, many transformer 

models like GPT [21], BERT [20] etc have been created. The 2020 paper [17] titled “ Exploring the Limits of Transfer 

Learning with a Unified Text-to-Text Transformer” explores the idea of transfer learning and unifies the different 

transformer architectures to perform a downstream task. 

T5 transformer defines a text-to-text framework (input and output both sequences are text) that uses the same 

hyperparameters, same loss function and even the same model(same checkpoints and layers) for all the NLP tasks. The 

inputs are modelled so that the model shall recognize a task, and the output is simply the “text” version of the expected 

outcome. 

 

IV. PROPOSED SYSTEM 

 

 

 

 

 

 

 

 

 

 

Fig.1 Modular Diagram 

The proposed system takes in the input in the form of text or a pdf document with the number of questions to be formed 

and produces required number of questions along with it’s correct answer and distractor as the output. The entire 

system can be divided into three modules as shown in the modular diagram (Fig 1). The first module is the user 

interface for uploading the text and the number of questions. Then comes the question and distractor generation module 
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which uses the T5 transformer model trained on SquAD dataset to generate questions and T5 transformer model trained 

on RACE dataset and Sense2Vec Dataset for distractor generation. The third module is the output interface where the 

user can see the questions generated and use them according to his/her needs. 

 

A. Input and Output Interface module 

Users can upload a text or a pdf document along with the number of questions the user expects to be generated(Fig.2). 

This text or pdf, after submitting makes a REST API call to the Question Generation module. The API returns question 

generated along with the answer and distractors. Then the output interface displays these questions with the correct 

answer highlighted in green and wrong options in red(Fig.3). This frontend website interface is built using Next.js, a 

React Framework. 

 

  

 

 

 

 

 

 

 

 

 

 

 

Fig. 2. Input Interface 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Output Interface 

 

B. Question Answers Generation Module 

This module is inspired by the works of Leaf Question Generation [18]. We have built a similar model which is trained 

on SQuAD1.1 [8] dataset which includes 1,00,000 question pairs. We have used the T5 transformer model provided by 

huggingface that is tuned for the downstream task of question generation The training model accepts text and outputs 
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question and answer. The answer part is replaced with a mask token with 50% probability so that question can be 

generated without providing the answer. The SQuAD dataset gives F1 score of 51.2 with the trained model. 

The distractors are generated using the same T5 model but trained on the RACE dataset. This model takes the question 

and the answer as input and outputs three distractors . The three distractors had BLEU score of 36.1, 35.2 and 33.5 

respectively. If the T5 transformer model fails to generate the distractors then sense2vec [22] which helps in generating 

distractors that are similar to the answer. 

The whole system can be summarized by the block diagram, as shown in Fig.4. 

 

  

  

  

 

 

 

 

 

 

 

 

 

Fig. 4. System Block Diagram 

Initially, the input provided to the Question Answer generation module is pre-processed i.e. the complete text is cleaned 

by removing irrelevant characters like punctuation marks, newline, etc. Further the text is processed using sentence 

tokenization. Then, from the pool of sentences, the required number of sentence is randomly picked. Question and 

answer are generated on each of these sentence using the T5 transformer. 

The generated question and answer is passed to the distractor generator model which is also based on the T5 

transformer. This model outputs the three distractors based on the question and it’s respective answer. 

 

V. CONCLUSION AND FUTURE WORK 

The system is capable of generating MCQs that resemble the human way and helps educators and self-learners in the 

process of assessment. The system is an attempt to fill the gap between learning and assessment without much human 

intervention. Since our proposed system uses a pre-trained model which is continuously improved, the accuracy of the 

system could increase in the future with an increase in the performance of the model. 

In future work, the system can incorporate generating questions based on given difficulty for which the Bloom’s 

taxonomy can be used [23]. Question generation is a very nascent research topic in natural language processing in 

contrast to Question Answering tasks hence relevant dataset for this specific task can be generated. The quality of 

questions can be increased by incorporating multiple layers of context. This will also help in forming questions which 

are based on understanding and not just factual questions. 
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