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Abstract: A blockchain-based federated learning approach with secure aggregation in a trusted execution 

environment for the Internet of Things (IoT). The proposed approach aims to address the privacy and 

security concerns associated with federated learning in IoT environments. The approach involves using a 

blockchain to store the learning model and to maintain a distributed ledger of transactions. The learning 

model is trained on local IoT devices using federated learning techniques, with each device contributing its 

local data. The aggregation of the model updates is performed securely within a trusted execution 

environment, using homomorphism encryption and secret sharing techniques. The proposed approach 

offers several advantages over traditional federated learning approaches, including improved privacy and 

security, increased scalability, and enhanced trustworthiness. It also enables the creation of a decentralized 

and democratic learning environment, where each device has an equal say in the learning process. 

The approach is evaluated using a real-world dataset, and the results demonstrate its effectiveness in terms 

of accuracy and privacy preservation. The paper concludes that the proposed approach has the potential to 

enable secure and scalable federated learning in IoT environments, with applications in healthcare, smart 

cities, and other domains. 

This paper offers a blockchain-based federated learning (FL) framework with an Intel Software Guard 

Extension (SGX)-based trusted execution environment (TEE) for safely aggregating local 

 models in the Industrial Internet of Things (IoT) Local models in FL can be modified with by attackers. As 

a result, a global model derived from manipulated local models may be incorrect. As a result, the proposed 

system makes use of a blockchain network to secure model aggregation. Each blockchain node contains an 

SGX-enabled CPU that secures the FL-based aggregating processes required to construct a global model. 

Blockchain nodes may validate the aggregated model's validity, perform a blockchain consensus method to 

secure the model's integrity, and add it to the distributed ledger for tamper-proof storage. . Before utilising 

the aggregated model, each cluster can acquire it from the blockchain and validate its fidelity. To assess the 

performance of the proposed system, we ran many experiments using various CNN models and datasets. 
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