
IJARSCT 
 ISSN (Online) 2581-9429 

    

 

       International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

  

 Volume 3, Issue 1, February 2023 
 

Copyright to IJARSCT               DOI: 10.48175/568 190 
www.ijarsct.co.in 

Impact Factor: 7.301 

A Critical Review on Next Word Prediction  
Kolambi Narula 

Department of Computer Science, Mithibai College, Mumbai, Maharashtra, India 

University of Mumbai, Mumbai, Maharashtra, India 

9112kolambiinarula@gmail.com  

 

Abstract: One area of natural language processing that can assist with next word prediction is next word 

prediction, which is also known as language modeling. It is one application of machine learning. Previous 

researchers had discussed it using other models, including federated text models and recurrent neural 

networks. To make the prediction, each researcher utilized their own model. LSTMs use a built-in mechanism 

for selectively choosing which information to preserve in the hidden state and which to discard, which helps 

to prevent overfitting. Activation functions, such as ReLU and softmax, are also used in next word prediction 

to introduce non-linearity into the model and generate a probability distribution over the vocabulary for 

predicting the next word. Combining techniques such as pre-training, advanced architectures, and large 

datasets can further improve the performance of next word prediction using LSTM. This paper summarizes 

the different approaches taken to achieve the above-stated aim. The primary focus is on the next word 

prediction to get the best result. It chose to make the model using Long Short Term Memory (LSTM), a 

sequential activation model, and a 2000 epoch for the training. For the libraries, I have used TensorFlow, 

pickle, Keras, NumPy, and OS This model can be used to predict the next word. 
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