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Abstract: In this study, we provide a subtitle synchronisation and placement system intended to improve 

deaf and hearing-impaired individuals' access to multimedia content. The paper's main contributions are a 

novel synchronisation algorithm that can reliably align the closed caption with the audio transcript without 

any human involvement and a timestamp refinement technique that can modify the duration of the subtitle 

segments in accordance with audiovisual recommendations. Regardless of the kind of video, the 

experimental evaluation of the strategy on a sizable dataset of 30 films pulled from the French national 

television verifies the method with average accuracy scores above 90%. The success of our strategy is 

demonstrated by the subjective assessment of the suggested subtitle synchronization and location system, 

carried out with real hearing challenged persons. 
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