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Abstract: Machine learning is important for future development and access for large detailed datasets. 

The privacy preserving machine learning enables maintaining of  the data privacy and confidentiality. 

Machine learning enables new services in using sensitive data. This paper uses location trajectories and 

the application of this framework is the privacy preservation of location based data. Researchers had 

verified that publishing trajectories data would cause risk of user’s privacy and also capable of identifying 

their locations, personal details and so on. Therefore, we have applied anonymization techniques and 

developed the data to preserve the privacy for the users. We propose a framework for Spatiotemporal 

datasets termed ML based anonymization (MLA). We use machine learning algorithms for clustering the 

dataset. To propose the trajectories we use k-means algorithm. The k-means is a type of clustering 

algorithm used in many real time applications, especially for analysis of data. Moreover, we improve 

alignment method for progressive sequence alignment of MLA. In this paper, we generate signature key for 

the public user and generate a digital signature for public users. Signature generation method use elliptic 

curve cryptography (ECC) algorithm. As a result on Spatiotemporal trajectory datasets indicate a high 

utility performance of our anonymization based on MLA framework. 
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