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Abstract: Sign language is a general term for a language that uses a variety of expressions to communicate 

in everyday situations. In comparison to other sign languages, ISL interpretation has received less research 

attention. An automatic translation system for gestures of manual alphabets in Marathi sign language is 

presented. It is concerned with hand images that allow the user to interact with the system. The system allows 

deaf people to communicate with hearing people without the use of any other technology. Dumb people use 

hand signs to communicate, hence normal people face problem in recognizing their language by signs made. 

Hence there is a need of the systems which recognizes the different signs and conveys the information to the 

normal people. Hand gesture recognition is essential for human-computer interaction. We propose a real-

time method for hand gesture recognition. The background subtraction method is used in our framework to 

extract the hand region from the background. The palm and fingers are then segmented so that the fingers 

can be detected and recognized. Finally, a rule classifier is used to predict hand gesture labels. Experiments 

on a 1300 image data set show that our method works well and is very efficient. Machine learning, and 

computer vision have all seen significant advancements. They have made a significant impact on how we 

perceive the world around us and how we apply their techniques in our daily lives. Many studies on sign 

gesture recognition have been conducted using various techniques such as CNN. However, the majority of 

them necessitate additional computing power. Result of our project is very much depending on the accuracy 

of identifying the correct meaning of sign language, many papers that we have studied have achieved this 

accuracy % up to 85 – 90 % but all of us will try to achieve maximum % of accuracy so that our project will 

be on the top of all other available systems. In order to extract features (binary pixels) and make the system 

more robust, we proposed normalizing and re-scaling our images to 64 pixels in our research. We use CNN 

to classify ten alphabetical American sign gestures and achieve a 98 percent accuracy. 

 

Index Term: Random Forest, Hand Gesture Recognition, Sign Language, Ridge Classifier, Sign Language 

Recognition, etc. 
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