
IJARSCT 
 ISSN (Online) 2581-9429 

    

 

      International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

 

 Volume 2, Issue 7, May 2022 
 

Copyright to IJARSCT    DOI: 10.48175/568     127 
www.ijarsct.co.in  

Impact Factor: 6.252 

Performance Analysis of Serial Computing Vs. 

Parallel Computing in MPI Environment 
Anurag1, Arjun V P2, Akash Chauhan3, Manoj Kumar Yadav4 

Students, Department of Computer Science And Engineering1,2,3, 

Assistant Professor, Department of Computer Science and Engineering4 

Dronacharya Group of Institutions, Greater Noida, UP, India 

 

Abstract: Parallel computing has been known for years, but it has only suddenly grown in popularity as a 

result of the multi core processors and machine learning to general public at reasonable cost. The goal of 

this paper is to compare the performance of serial versus parallel algorithm in MPI(Message Passing 

Interface) environment. 
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