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Abstract: As of now, profound learning is generally utilized in an expansive scope of fields. A convolutional 

brain organizations (CNN) is turning into the star of profound learning as it gives the best and most exact 

outcomes while breaking true issues. In this work, a short depiction of the utilizations of CNNs in two regions 

will be introduced: First, in PC vision, by and large, or at least, scene marking, face acknowledgment, activity 

acknowledgment, and picture arrangement; Second, in normal language handling, that is to say, the fields of 

discourse acknowledgment and text characterization. 

 

Keywords: Convolutional neural network, Natural language, Computer vision, Deep learning. 

 

REFERENCES 

[1]. White, D. J., Svellingen, C., Strachan, N. J. C., Automated measurement of species and length of fish by computer 

vision, Elsevier, 2006. 

[2]. F. Storbeck and B. Daan, Fish species recognition using computer vision and a neural network, G. .Elsevier, 2000.  

[3]. N.Castignolles, M. Catteon, M. Larinier, Identification and counting of live fish by image analysis, SPIE. Vol 2182, 

Image and Video Processing II, 1994. 

[4]. B. Benson, J. Cho, D. Goshorn, R. Kastner, Field Programmable Gate Array (FPGA) Base Fish Detection Using 

Haar Classifiers, American Academy of Underwater Sciences, March 1, 2009. TensorFlow (2018). Image 

Recognition. [ONLINE] Available at: https://www.tensorf low.org/tutorials/image_recognition. [Accessed 20 

April 2018]. 

[5]. Christian Szegedy, C., Liu, W., Jia, Y., Sermanet, P., Reed, S., Anguelov, D., Erhan, D., Vanhoucke,V. and 

Rabinovih, R. (2015). Going Deeper with Convolutions. (arXiv.org). 

[6]. Lin, M., Chen, Q. and Yan, S. (2013). Network in Network. ICLR submission (arXiv.org). Nguyen, N. (2016). 

Computational collective intelligence. Springer International Pub. 

[7]. Arun, P. and Katiyar, S. (2013). A CNN based Hybrid approach towards automatic age registration. Geodesy and 

Cartography, 62(1). 

[8]. Joo D1, Kwan YS, Song J, Pinho C, Hey J, Won YJ, Identification of Cichlid Fishes from Lake Malawi using 

Computer Vision, 2013 Oct 25;8(10):e77686. doi: 10.1371/journal.pone.0077686. 

[9]. Y. H Shiau, F-P. Lin, C-C Chen, Using Sparse Representation for Fish Recognition and Verification in Real World 

Observation, ICONIP;12 Proceedings of the 19th International Conference on Neural Information 

ProcessingVolume Part IV, pages 75-82. 

[10]. S.O. gunlana, O. Olabode, S.A.A. Oluwadare, G.B. Iwasokun, Fish Classification Using Support Vector Machine, 

African Journal of Computing & ICT, Vol 8. No. 2 June, 2015. 

[11]. S. Cadieux, F. Lalonde, and F. Michaud, “Intelligent System for Automated Fish Sorting and Counting,” IEEE 

IROS, pp.1279–1284, 2000. 

[12]. D. J. Lee, S. Redd, R. Schoenberger, X. Xiaoqian, and Z. Pengcheng, “An Automated Fish Species Classification 

and Migration Monitoring System,” in Conf. of the IEEE Industrial Electronics Society, 2003, pp. 1080–1085. 

[13]. Dhruv Rathi, Sushant Jain, Dr. S. Indu, “Underwater Fish Species Classification using Convolutional Neural 

Network and Deep Learning”, International Conference of Advances in Pattern Recognition, 2017.  



IJARSCT 
 ISSN (Online) 2581-9429 

    

 

         International Journal of Advanced Research in Science, Communication and Technology (IJARSCT) 

 

 Volume 2, Issue 3, April 2022 
 

Copyright to IJARSCT    DOI: 10.48175/IJARSCT-3235                                               157 
www.ijarsct.co.in  

Impact Factor: 6.252 

[14]. Manali Shaha, Meenakshi Pawar, “Transfer learning for image classification”, 2nd International conference on 

Electronics, Communication and Aerospace Technology (ICECA), 2018. 

[15]. Xiaowu Sun, Lizhen Liu, Hanshi Wang, Wei Song, Jingli Lu, “Image Classification via Support Vector Machine”, 

4th International Conference on Computer Science and Network Technology (ICCSNT), 2015. 

[16]. Yun-lei Cai, Duo Ji, Dong-feng Cai, “A KNN Research Paper Classification Method Based on Shared Nearest 

Neighbor”, NTCIR-8 Workshop Meeting, Tokyo, Japan, 2010. 

[17]. M. Suresh Kumar, V. Soundarya, S. Kavitha, E.S. Keerthika, E. Ashwini, “Credit Card Fraud Detection Using 

Random Forest Algorithm”, 3rd International Conference on Computing and Communications Technologies 

(ICCCT), 2019. 


