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Abstract: The recognition and categorization of emotions is becoming increasingly important in the field of 

Human-Computer Interaction (HCI). Body language, including tone of voice and facial expression, can be 

used to identify emotions. 

Speech Emotion Recognition (SER) is one of the most popular methods for identifying emotions, according 

to the current study. The EMO-DB dataset is utilized in this study, while the SER dataset comprises four 

distinct datasets. This technique is employed because it has a high temporal resolution at a low cost and no 

hazards. Many academics have used SER signals in sequence during the past few decades to deal with 

Human-Computer Interface (HCI) and detect emotions. It entails filtering out background noise from audio 

signals, obtaining temporal or spectral properties from them, analyzing the signals in the time or frequency 

domains, and finally creating a multi-class classification plan. The method of recognizing and categorizing 

human emotions using auditory cues is covered in the paper. 

Artificial Neural Network (ANN), KNN Classifier, Support Vector Machine (SVM), Random Forest 

Classifier, Convolution Network (CNN), and Decision Tree (DT) Models were among the machine learning 

techniques employed in the method. The experimental result that was achieved is promising, exhibiting 

good accuracy in the classification of emotions. 
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