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Abstract: The exploratory nature of data analysis and data mining makes clustering one of the most usual 

tasks in many  applications like biology, text analysis, signal analysis, etc that involve huge amount of  

datasets . Traditional Clustering methods like K-means or hierarchical clustering are beginning to reach its 

maximum capability to cope with this increase of dataset size. The limitation for these algorithms come 

either from the need of storing all the huge data in memory or because of their computational time 

complexity. These have been opened an area for research of algorithms that able to reduce this overhead. 

In one perspective the solutions can be in the stage of data pre-processing by transforming the data to a 

lower dimensionality manifold that represents the structure of the data or at the last stage of summarizing 

the dataset by obtaining a smaller subset of examples that represent an equivalent information. A Second 

perspective is to modify the Traditional clustering algorithms or to derive other ones that are able to cluster 

larger datasets. This perspective depends on many different approaches. An approaches such as sampling 

techniques, on-line processing, summarization, and efficient data structures have being applied to the 

problem of scaling clustering algorithms. This paper presents a review of different approaches and 

clustering algorithms that apply these techniques. The aim is to cover various methodologies applied for 

clustering data and how they can be scaled. 
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