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Abstract: Recovery and Backup system in which the process involves that copying and archiving of data on 

different cloud server, so that this data is used to recover the unique data, afterward a loss event. Purpose 

of backup is to recover data after its loss and to improve data from a past time. In the existing system, data 

replication has been used as the ultimate solution to improve data availability and reduce access time. This 

systems usually need to migrate and create a large number of data replicas over time between and within 

data centers, incurring a large overhead in terms of network load and availability. In proposed systems, the 

fragments of every data file are physically distributed over multiple servers, which increase privacy of data 

files. We can use deduplication compressions techniques, but there is a need to improve such systems with 

respect to capacity of storage and to improve recovery of files. In this paper, we implement the erasure 

code, inline de-duplication checking and file restoring to improve the performance of backup system. 
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