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Abstract: Efforts to develop black-box artificial intelligence (AI) systems have become a phenomenon of 

emerging global interest in academia, business, and society, and have led to the development of the XAI 

research field. With its pluralistic perspective, information systems (IS) research is destined to contribute to 

this emerging field; thus, it is not surprising that the number of research publications at XAI has increased 

significantly. This paper aims to provide a comprehensive overview of XAI research in public and 

electronic markets, specifically using a structured literature review. Based on a literature review of 180 

research papers, this work examines the most receptive points, the development of academic debates, and 

the most important concepts and methodologies. In addition, eight research areas with different levels of 

maturity in e-markets are identified. Finally, guidelines for the XAI research agenda in IS are presented. 
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