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Abstract: Remaining defects are the cause of significant issues in the software development industry and 

not fixing them sooner increases the risk of negative effects such as system crashes, customer dissatisfaction 

and higher costs. Despite these observations, companies do not always remove newly found defects due to 

varying factors. These factors, which lead to longer term defects, are not well studied and therefore require 

more research. 
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