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Abstract: Speech Emotion Recognition (SER) is critical in Human computer engagement (HCI) because it 

provides a deeper knowledge of the situation and leads to better engagement. Various machine learning 

and Deep Learning (DL) methods have been developed over the past decade to improve SER procedures. In 

this research, we evaluate the features of speech then offer Speech Former++, a comprehensive structure-

based framework for paralinguistic speech processing. Following the component relationship in the speech 

signal, we propose a unit encoder to efficiently simulate intra- and inter-unit information (i.e., frames, 

phones, and words). We use merging blocks to generate features at different granularities in accordance 

with the hierarchy connection, which is consistent with the structural structure in the speech signal. Rather 

than extracting spatiotemporal information from hand-crafted features, we investigate how to represent the 

temporal patterns of speech emotions using dynamic temporal scales. To that end, we provide Temporal-

aware bI- direction Multi-scale Network (TIM-Net), a unique temporal emotional modelling strategy for 

SER that learns multi-scale contextual affective representations from different time scales. Unweighted 

Accuracy (UA) of 65.20% and Weighted Accuracy (WA) of 78.29% are accomplished using signal features 

in low- and high-level descriptions, as well as various deep neural networks and machine learning 

approaches. 
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