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Abstract: In these days, many intellectuals in the society provide their opinions and perspectives on 

various topics, products and thoughts through social media. Because of this in the market, the requirement 

of analysing the sentiment of data became more important and increasing day by day. When people using 

the media need information about a specific issue in the society and products available, it is very crucial to 

recognize the statements which make sense. For example, when purchasing a product, the consumer may 

want to know the details of the product, reviews that are provided about it. If they want to look for the 

drawbacks of the product, they prefer to get through the negative reviews, whereas when wanting to know 

the advantages, they prefer to check with positive reviews. This pattern can also be applied to national 

problems, political areas also. Due to large amount of data, manually analysing the data becomes almost 

impossible. Therefore, we require a model which has the ability to perform sentiment analysis in an 

automated manner and without any human intervention. Sentiment analysis can be done with the help of 

different algorithms. In this model, we use the Natural Language Processing (NLP) for conduction of the 

analysis and present performance comparisons in terms of accuracy and time taken. The model's graphical 

user interface (GUI) has been designed to enhance user-friendliness. It offers flexibility by allowing for 

training with any type of dataset of different size and types of data with the help Graphical user interface 

(GUI) provided and it also includes a module for testing the sentiment of input statements which are 

custom. The model shows its essence by providing the sentiment and nature of behind statements, making it 

to be applicable in various real-time scenarios. For example, it can be employed in to assess the product 

reviews in shopping platforms, providing an overview for the new consumers to understand the positives 

and negatives about the products. Additionally, it can be utilized for analysing the sentiments related to 

political areas. Since, there is lot of growth in number of people expressing their views on political issues 

through social media beyond print media we can grab lot of opinions on political leaders from the common 

people regarding their manifestos, schemes implemented, behaviour etc. 
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