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Abstract: Approximate computing  (AC) is an emerging paradigm  that  leverages the inherent error 

tolerance of many applications—such  as image recognition, multi- media processing, and machine 

learning (ML)—to allow some accuracy to be traded  off to save energy consumption.  AC techniques can 

be applied at both the circuit and/or architecture levels, possibly in coordination with software- level 

techniques. Multiplication is one of the most resource- and power-hungry operations in many error-tolerant 

computing  applications,  such as image processing, neural networks (NN), and digital signal processing 

(DSP).  In this research project, we focus on the design and implementation of hardware-efficient 

approximate computing circuits, aiming to simplify the multiplication operation  and/or to reduce the 

number of required multiplications. Two 4×4 approximate multiplier  designs are proposed in which 

approximation  is employed in the partial  product  reduction  tree, the most expensive part  of the design of 

a multiplier.  The two proposed designs are then used to construct larger approximate multipliers. 

Multiplication is the computational bottleneck in NNs. For the first time, we attempt to find the critical 

features in an approximate multiplier that make it superior to others for use in a NN. Inspired by the insight 

that adding small amounts of noise can improve the  performance  of NNs, we replaced  the ex- act  

multipliers  in two  representative NNs with  600 approximate  multipliers and  then  experimentally  

measured  the  effect on classification accuracy.   Interestingly, some approximate multipliers  improved  

the performance  of NNs. Insight into which features of an approximate multiplier  make it superior  to 

others  in the  NN applications  was gained by training  a statistical predictor that  anticipates how well a 

given approximate  multiplier  is likely to work in a NN application. In the logarithmic number  system  

(LNS) the  multiplication operation  is converted into simple shift and addition  operations.  We have 

proposed a novel exact leading-one detector (LOD) to speed up the calculation of the base-2 logarithm of 

the  input  operands  to a logarithmic  multiplier.   In addition, since the logarithmic  multipliers  that  use 

LODs always underestimate the  actual multiplication product,  a nearest-one  detector  (NOD) is proposed 

for a logarithmic  multiplier  that  has a double-sided error distribution. Finally, we investigate  the  design 

of multiply-accumulate  (MAC)  units. An approximate logarithmic MAC (LMAC) unit is proposed for the 

first time. Furthermore, a  soft-dropping  low-power (SDLP)  architecture is specifically designed for 

convolutional  neural  networks  (CNNs)  that,  unlike the  existing accelerators  that  simplify the 

multiplication/addition operations,  reduces the number of required multiplications. The SDLP takes 

advantage  of the spatial dependence  between  the  input  image pixels and  skips some of the  

multiplications during the convolution operation and, thereby, reduces the energy consumption  of the CNN 

inference calculation 
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