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Abstract: Character recognitions are becoming increasingly important as technology continues to improve 

at an astounding rate, and they serve a vital role in encouraging research into OCR techniques. 

Researchers have discovered that the identification of Sanskrit handwriting is one of the most difficult areas 

of research in the field of pattern recognition. Using character recognition software, you may encode 

handwritten or printed text from scanned photographs. The software turns the data into a format that can 

be read by machines. When it comes to the verification of individuals and documents, character recognition 

is a biometric capability that is commonly employed. An off-line handwritten character recognition system 

was developed in this research using a feed forward neural network as the input to the network. Using a 

handwritten Sanskrit character sized to 20x30 pixels, the neural network is trained to recognise words in 

English. Following the training process, neural networks with different sets of hidden neurons were trained 

and their identification rates for Sanskrit characters were compared against each other. According to the 

results of the proposed system, the accuracy rates are comparable to those of earlier handwritten character 

recognition systems in terms of speed and accuracy. 
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