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Abstract: Anomaly detection has been used for many years to perceive and extract anomalous points from 

data. This is an important question that has been explored in various research areas and application 

domains. Many anomaly detection techniques are specifically designed for specific application domains, 

while others are more general. Many data science strategies had been used to come across anomalies. One 

widely used technique is deep machine learning, which play an important role in this field. This research 

paper provides a systematic literature review analysing ML models for detecting anomalies. Our review 

analyses the models from four perspectives: the Problem nature and challenges, Classification and 

formulation, Review of past work, and the future opportunities. When applying a given technique to a 

particular domain, these assumptions can be used as guidelines to assess the effectiveness of the technique 

in that domain. We also discuss the computational complexity of the technique, as this is an important issue 

in real application domains. We hope that this paper will provide a better understanding of the different 

directions in which research has been done on this topic, and how techniques developed in one area can be 

applied in domains for which they were not intended to begin with. 
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I. INTRODUCTION 

Anomaly detection refers to the problem of finding patterns in data that do not match expected behaviour. These 

nonconforming patterns are often called anomalies, outliers, contradictory observations, exceptions, deviations, 

surprises, peculiarities, or impurities in various domains of application. Of these, anomaly and outlier are the two most 

commonly used terms associated with anomaly detection. sometimes interchangeable. Anomaly detection is widely 

used in various applications i.e., Fraud detection in credit cards, insurance, and healthcare; intrusion detection in cyber 

security; failure detection in safety-critical systems, airplanes& ATMs; military surveillance for hostile activity. 

Data outlier or anomaly detection was studied in the statistical community as early as the 19th century [Edgeworth 

1887]. Over time, various anomaly detection techniques have been developed in several research communities. Many of 

these techniques are specifically designed for specific application domains, but there are also more general techniques. 

Anomalies fall into three main categories [1], [2], [3].  

 Point Anomalies: It is considered the simplest anomaly shape. It occurs when anomalies deviate significantly 

from expected patterns. To detect this type of anomaly, we need to observe all the points that can be detected 

as deviating from other data flows. Figure 1 shows a point anomaly. 

 
Fig. 1: Point Anomaly Detection 
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 Contextual Anomalies: A contextual anomaly is a deviation from an expected behavioural pattern that can be 

explained by the specific circumstances in which it occurs. For example, even a student who usually gets good 

grades may get a bad grade on a test in a subject that he/she is not good at. An example context anomaly is 

shown in Figure 2. 

 
Fig. 2: Contextual Anomaly Detection 

 Collective Anomalies: Collective anomalies occur when individual data points appear normal when viewed in 

isolation. However, looking at groups of these data points reveals unexpected patterns, behaviours, or results. 

Irregular heartbeat is an example of a collective anomaly, these unexpected events could be events that occur 

in an unexpected order or combination. As example, take again the possibility of credit card fraud. This 

happens when multiple purchases viewed individually appear to fit your normal spending activity. However, 

looking at these purchases collectively can reveal unusual patterns and behaviours. An example for collective 

anomaly is shown in Figure 3. 

 
Fig. 3: Collective Anomaly 

 

II. REVIEW OBJECTIVE 

This paper aims to review the past work in the area of anomaly detection using machine learning techniques by the 

categorizing the past work in four major parts: 

 Problem nature and challenges: This section explains the complexity of some of the inherent problems 

underlying anomaly detection, computational and algorithmic complexity and the resulting largely unsolved 

challenges.  

 Classification and formulation: In this section we formulate the current methods for anomaly detection into 

three main frameworks: General feature extraction, learning from representations of regularity, and end-to-end 

Anomaly score detection. 

 Comprehensive Literature Review: Reviewing relevant studies at leading conferences and journals from 

multiple relevant communities, including machine learning, data mining, IOT, computer vision and artificial 

intelligence, to create a comprehensive literature review of research advances. To provide a complete 
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introduction, we outline basic assumptions, objective functions, key intuitions, and their capabilities to 

overcome some of the above challenges through all categories of methods. 

 Future Opportunities: In this section we have described the number of possible future opportunities and their 

implications for addressing the associated challenges. 

 

III. LITERATURE SURVEY 

Anomaly detection has been the focus of many researchers. For example, Yu [4] published a comprehensive study on 

anomalous intrusion detection techniques including statistics, machine learning, neural networks, and his data mining 

detection techniques. Also, Tsai et al. [5] reviewed intruder detection, but the author focused on machine learning 

techniques. They gave an overview of machine learning techniques written between 2000 and 2007 that were developed 

to solve the problem of intrusion detection. In addition, the authors compared relevant studies based on classifier design 

type, dataset, and other metrics. Similarly, Patcha and Park [6] published extensive research on anomaly detection and 

attack detection techniques, and Buczak and Buvan [7] examined machine learning and data mining methods for 

cyberattack detection. They provided a description of each method and addressed challenges in using machine learning 

and data mining in cybersecurity. Finally, Satpute et al. [8] presented a combination of various machine-learning 

techniques and particle swarm optimization to improve the efficiency of anomaly detection in network intrusion 

systems.  

Anomaly detection is an important topic that has been explored in various research and implementation areas. Many 

anomaly detection methods are specifically designed for specific applications, while others are more general. Chandra 

et al. [1] provided a comprehensive overview of anomaly detection techniques and applications. Board reviews of 

various machine learning and non-machine learning techniques, such as statistical and spectral detection methods, were 

discussed in detail. In addition, this study shows several applications of anomaly detection. Examples include cyber 

intrusion detection, fraud detection, medical anomaly detection, industrial damage detection, image processing 

detection, text anomaly detection, and sensor networks. The same author introduced another of his studies [3] on 

anomaly detection for discrete sequences. The authors provided a comprehensive and structured overview of existing 

research on the problem of detecting anomalies in discrete/symbolic sequences. Furthermore, Hodge and Austin [9] 

published a comprehensive study on machine learning and statistical anomaly detection methods. The authors also 

compared and illustrated the advantages and disadvantages of each individual method. On the other hand, Agrawal and 

Agrawal [10] proposed an anomaly detection investigation using data mining techniques. 

Since network anomaly detection is an important research area [11], [12], many studies have focused on this topic. 

Buyan et al. [13] published a comprehensive study on network anomaly detection. They identified the types of attacks 

commonly encountered by intrusion detection systems and described and compared the effectiveness of various 

anomaly detection methods. In addition, the author also described a network defender tool. Similarly, Gogoi et al. [14] 

reviewed extensive research on known distance-based, and density-based methods, and supervised and unsupervised 

learning in network anomaly detection. On the other hand, Kwon et al. [15] mainly focus on deep learning techniques 

such as Constrained deep belief networks based on Boltzmann machines, deep recurrent neural networks, and machine 

learning methods suitable for detecting network anomalies. 

Some research focuses primarily on detecting anomalies in specific domains and applications. In [16], the authors 

presented a general overview of broad cluster-based fraud detection and compared these techniques from different 

perspectives. In addition, Sodemann et al. [17] presented anomaly detection in automated surveillance and provided 

various models and classification algorithms. The authors considered research studies by problem area, approach, and 

method. In addition, Zuo [18] gave an overview of his three most widely used anomaly detection techniques in the field 

of geochemical data processing. Fractal/Multifractal Models, Constitutive Data Analysis, and Machine Learning (ML), 

but the authors focus primarily on machine learning techniques. On the other hand, they [19] examined a framework for 

log-based anomaly detection. The authors considered six representative anomaly detection methods and evaluated each. 

The author also compared and contrasted the accuracy and validity of his two representative datasets of the production 

protocol. Furthermore, Ibidunmoye et al. [20] gave an overview of the detection of performance-related anomalies and 

bottlenecks in computer systems. The authors identified the basic elements of the problem and categorized existing 

solutions. 
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IV. RESEARCH CHALLENGES AND FUTURE DIRECTIONS 

Although various anomaly detection techniques have been proposed in the literature, there are still some issues that 

need to be resolved for anomaly detection. There is currently no single best approach to this problem. Rather, there are 

some techniques that are better suited to specific data types and specific application domains. Below is an brief 

overview of the main challenges identified in the state-of-the-art researched.  

1. Evolving Data Stream: As vast amounts of knowledge are categorized in the form of data streams 

characterized by such anomalies, the difficult task of detecting anomalies in evolving data streams must be 

tackled efficiently [21]. The data stream poses external detection problems such as Managing data by changing 

the way you detect, update incoming data, and capture underlying detected changes in limited memory and 

time [22]. Data evolution involves algorithms that use new insights over time to adjust configurations and 

parameters. Unlike static datasets, detection algorithms cannot adapt to complex conditions such as Ever-

changing business domains [23]. Furthermore, most existing ones are inefficient at detecting anomalies in data 

streams and have poor performance requirements [24]. Anomaly detection in a real-time data stream 

environment, known for its evolving characteristics, suffers from low detection accuracy and high false 

positive rate [25]. Evolving data streams are a challenge that needs to be addressed in anomaly detection 

environments [26,27]. 

2. Unknowingness: Anomalies are associated with many unknowns. e.g., Instances of sudden behaviour, data 

structure, or unknown distribution. New terrorist attacks, scams, network intrusions, etc. remain unknown until 

actually occurs. 

3. Feature-Evolving: Data sources that evolve with functionality also make it difficult to solve the anomaly 

detection problem. The problem is that the data changes and so do the properties of the data. By comparison, 

new and old dimensions of data appear and disappear over time. The field is fascinating and has many 

potentials uses such as Outlier detection in application systems where sensors are regularly switched on and 

off (representing the number of dimensions) [28]. 

4. Heterogeneous anomaly classes: Because anomalies are random, one class of anomaly can have very 

different anomaly properties than another class. For example, in video surveillance, unusual events such as 

robberies, traffic accidents, and robberies are visually very different.  

5. Rarity and class imbalance: Anomalies are usually rare instances of data, as opposed to regular instances, 

which often dominate the data. That makes it difficult, if not impossible, to collect a large number of flagged 

anomalous cases. This makes large data labelled unusable for most applications. The class imbalance is also 

due to the fact that anomalies are usually much more costly to misclassify than normal instances. 

6. Windowing: Accuracy is limited (windowing) due to short data processing used based on fixed interval timing 

[29]. Another major challenge is determining the optimal frequency for model retraining. This is because most 

current approaches use predefined interval times [29,30]. 

7. Ensemble Approaches: Another growth area is the ensemble approach. Ensemble methods are well 

established to increase the efficiency of anomaly detection by detecting and enforcing time accuracy [31]. 

Another valuable and possible research approach is ensemble detection of deviations, which is expected to 

improve the detection accuracy of algorithms. More specific models may be recommended to address 

unexplored areas. We recommend exploring the ensemble first to detect anomalies in the data stream 

environment. However, this research area is still largely unexplored, and a more comprehensive model is 

needed. 

8. Nature of Input Data: In the context of IoT anomaly detection, many existing challenges need to be solved. 

As reported by Azimi et al. [32], the availability of labelled data is a key issue in his IoT anomaly detection, as 

anomaly occurrences may not be regular. Furthermore, retrieving the actual system data is complex and 

requires a lengthy process to retrieve the operating system data [33]. There are significant gaps in capturing 

knowledge logs and formalizing sensory data flows, developing models, and validating them in real-world 

environments. Many experiments were reported during the research, mainly related to the normal operation of 

the system [33]. The most advanced methods are based on training for normal behaviour, and anything 

different from data labelled as normal is considered abnormal. More accurate and reliable techniques are 
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needed to handle complex datasets in real-world scenarios. Moreover, the availability of datasets suitable for 

general anomaly detection is a key issue for training and validation of real-time anomaly detection techniques 

[34]. Such records should reflect a variety of new normal and anomalous behaviours, should be clearly 

identified and constantly updated to prevent the threat of new types of anomalous behaviour. Most existing 

anomaly detection datasets often lack labelling, low attack diversity, and compatibility with real-time detection 

[35]. A new anomaly detection dataset requires a realistic environment with a variety of normal and anomaly 

scenarios. Furthermore, when testing new anomaly detection systems, we need to create a basic truth 

containing anomalies to increase confidence in the dataset. 

9. Data Complexity and Noise: Data complexity, Data set imbalance, unexpected noise, and redundancies in the 

data are among the major challenges in developing anomaly detection models [36]. Gathering useful 

information and insights requires a well-developed approach to curating datasets. 

10. Parameters Selection: IoT data streams are often generated from non-stationary environments without 

sophisticated data distribution information. This influences the selection of a suitable model parameter set for 

anomaly detection [21]. 

11. Data Visualization: Visualization of anomaly analysis highlighted the presence of gaps. Visual system 

analysis requires the implementation of new techniques and solutions. Therefore, these gaps should be 

examined in relation to the area of anomaly detection processes [37]. 

12. Time Complexity: A key feature of data streams is the huge amount of continuously arriving data that 

requires algorithms to operate in real time. However, there is always a trade-off between accuracy and time 

complexity, making time complexity a major challenge in detecting anomalies [38,39,40]. 

13. 11. Accuracy: Learning algorithms can detect and identify anomalous behaviour in real-time, these algorithms 

can improve accuracy, such as lowering the detection rate of false positives, especially in large sensor 

networksare still optimized for [26,27,34,41]. 

14. Scalability: Scalability is another important requirement for anomaly detection algorithms, as many 

algorithms become inefficient when processing large amounts of data [31]. 

15. High Dimensional Data: Most current data stream anomaly detection algorithms lose their effectiveness in 

the presence of high dimensional data [21]. Therefore, outlier detection requires accurate and efficient redesign 

of existing models. More specifically, when many features are observed, a set of outliers may only occur in a 

subset of dimensions at a given time. This group of outliers looks natural given the different dimensions and 

timeframes of the subsets. Many features is another challenge for anomaly detection algorithms in choosing 

the most important data features [37]. Therefore, feature reduction is important in choosing the most important 

ones that display the whole data. 

16. Diverse types of anomalies: Three absolutely exceptional varieties of the anomaly were explored [3]. Point 

anomalies are man or woman times which might be anomalous w.r.t. the bulk of different man or woman 

times, e.g., atypical fitness signs of a patient. Conditional anomalies, a.k.a. contextual anomalies, additionally 

seek advice from men or women about anomalous times however in a particular context, i.e., facts times are 

anomalous withinside the particular context, in any other case every day. The contexts may be fairly 

exceptional in actual-international applications, e.g., unexpected temperature drop/boom in a specific temporal 

context, or fast credit score card transactions in uncommon spatial contexts. Group anomalies, a.k.a. collective 

anomalies, are a subset of facts times anomalous as an entire w.r.t. the opposite facts times; the man or woman 

individuals of the collective anomaly won't be anomalies, e.g., pretty dense subgraphs fashioned via way of 

means of faux bills withinside the social community are anomalies as a collection, however, the man or 

woman nodes in the one's subgraphs may be as every day as actual. 

 

V. RESULTS AND DISCUSSIONS 

Our review shows that despite advances in anomaly detection research, there are still many open challenges and 

problems to be solved. Moreover, the future direction is most urgently needed for anomaly detection approaches in data 

streams. Therefore, the focus of this study is limited to highlighting open challenges related to anomaly detection in 

data streams. Therefore, the difficult problem of efficiently detecting anomalies in evolving data streams must be 
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addressed. Most existing data stream anomaly detection algorithms lose their effectiveness in the presence of high-

dimensional data. Therefore, current models need to be redesigned to detect anomalies accurately and efficiently. More 

specifically, if there are many features, there may be a set of anomalies that occur in only a subset of the dimensions at 

any given time. This set of anomalies looks natural compared to another subset of dimensions and timeframes. 

Addressing the problem of anomaly detection in evolving data streams is also an important concern. This challenge 

arises as data evolves over time and data characteristics change. Additionally, new/old data dimensions will show/hide 

over time. In addition, another challenge is processing data in real-time when data points are constantly retrieved from 

the data source. In the past, data streams could be large and had to be processed all at once. Additionally, the algorithm 

must be able to process data in a given memory so that large amounts of data do not impact the processing power of the 

data stream. Therefore, data stream algorithms should not require unlimited storage for unlimited data points arriving in 

the system. Instead, it should be able to process data within the available memory. Additionally, the need for large-scale 

IoT implementations is growing rapidly, leading to significant security issues. However, there are concerns about the 

scalability of anomaly detection and how machine learning algorithms can handle large amounts of data. Scalability is a 

critical issue facing most existing anomaly detection technologies, and some of these technologies become inefficient 

when deployed at scale. 

The techniques reviewed were evaluated with respect to their ability to perform data projections, handle noisy data, and 

work in limited memory and in limited time. In addition, the ability to deal with evolving data, high-dimensional data, 

evolving capabilities, and ultimately scalability is addressed. 

 

VI. CONCLUSIONS 

As the world becomes more and more data-driven and there is no standard approach for detecting anomalies in data, 

high-dimensional problems are inevitable in many application domains. Moreover, as the amount of data increases, the 

loss of precision becomes greater, and the computational cost becomes higher.  

Identifying anomalous data points in large datasets with imbalanced dataset problems is a research challenge. This 

study provided a comprehensive overview of anomaly detection techniques related to data capabilities of volume and 

velocity. It is clear that further research and evaluation of strategies for detecting anomalies in datasets addressing high-

dimensional, imbalance problems are needed.  

To address this research problem, we propose future research directions for building new frameworks that can identify 

anomalous data points in datasets with high-dimensional, imbalance problems. The main contribution is to improve the 

balance between precision and recall for data anomaly detection problems. 
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