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Abstract: The use of artificial intelligence in pharmaceutical technology has grown over time. This is 

because technology may be used to save costs and time, as well as to better comprehend the interactions 

between various formulations and process parameters. A subfield of computer science called artificial 

intelligence studies problem-solving with the use of symbolic programming. It has significantly advanced 

into a science of problem-solving with numerous applications in engineering, business, and healthcare. 

Artificial intelligence has enormous potential for solving health-related issues First of all. Artificial 

intelligence (AI) approaches have reached a degree of maturity where they can be used to support human 

decision-makers in real-world scenarios. Artificial Intelligence (AI) holds promise for revolutionising 

clinical trial design, from study planning to trial execution, with the goal of increasing trial success rates 

and reducing pharmaceutical R&D costs. The present study explain various pharmaceutical areas in AI 

plays an important role for development and growth of pharmaceutical industry. 
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I. INTRODUCTION 

In recent times, artificial intelligence (AI) has emerged as a highly successful multidisciplinary approach, particularly in 

the fields of machine learning (ML) and deep learning (DL).[2] The technological society in which we live produces 

enormous amounts of data annually in nearly every field. Artificial Intelligence helps humans manage the massive 

volume of data. Therefore, large database-producing scientific societies are regarded as ML's component. These days, 

machines help people with manual labour and can accelerate development at every level. Humans are inferior to 

machines in a number of areas, including analysis, learning, and communication comprehension. By creating and 

applying sophisticated computer programmes, machine learning (ML) can evaluate large amounts of data without the 

need for human participation. It can also help with several phases of drug discovery, including pharmacological 

research like lead compound identification.[3]  

Artificial intelligence (AI) is a branch of science that studies intelligent machine learning, specifically intelligent 

computer programs that generate results similar to those of human attention processes.[4] The field of artificial 

intelligence is one that is expanding quickly and has many uses in business and daily life. Recently, the pharmaceutical 

industry has discovered innovative and imaginative ways to use this powerful technology to help address some of the 

most urgent problems facing the sector at the moment. Artificial intelligence in the pharmaceutical sector refers to the 

use of automated algorithms to do tasks that have traditionally required human intelligence. Over the past five years, 

artificial intelligence has completely changed the pharmaceutical and biotech industries in terms of how researchers are 

able to cure ailments, develop new drugs, and much more.[5] 

 

BASICS OF ARTIFICIAL INTELLIGENCE: 

Only when a machine has the ability to store activity-related information can it respond and acts like a human. Artificial 

intelligence can evaluate items, attributes, classifications, and relationships among them by using data encoded within 

it. Start with common sense; it is highly challenging to develop logical reasoning and the capacity for problem-solving 

in machines. The core component of artificial intelligence (AI) learning is machine learning, which involves identifying 

patterns in the flow or run of inputs without the use of commands. Other learning capabilities include classification and 

numerical regressions. The process of determining the category's conclusion involves classifying an object, performing 
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regression analysis, and obtaining a set of numerical output or input examples. This allows for the discovery of new 

functions that enable the production of acceptable and satisfactory outputs from the given inputs.[6] 

 

ADVENTAGES OF AI TECHNOLOGY; 

The potential advantages of AI technology are as follows:[7,8,9] 

 Error minimization: AI helps to more precisely raise accuracy and reduce errors. Intelligent robots are sent to 

explore space because their metal bodies are resistant and they can withstand the harsh atmosphere there. 

 Difficult exploration: Mining is one area where artificial intelligence is useful. The field of fuel exploration 

also makes use of it. Artificial intelligence (AI) systems have the ability to overcome human error and conduct 

ocean research. 

 
Fig. 2 Advantage of AI 

 Daily application: Artificial Intelligence greatly benefits our day-to-day actions. For instance, long drives are a 

common use for GPS systems. Android devices with AI installed can anticipate what a user will type. Spelling 

errors can also be corrected with its assistance. 

 Digital assistants: To reduce the need for human labour, modern, advanced organizations are utilizing 

artificial intelligence (AI) systems like "avatars," which are models of digital assistants. The "avatar" is 

capable of making the proper, logical choices because they are devoid of any emotion. Artificial intelligence 

(AI) can be used to solve the problem of human emotions and moods impairing judgment. 

 Repeated tasks: People can typically handle one repetitive task at a time. Comparatively speaking, machines 

can do tasks that require multiple tasks at once and analyse data faster than humans. It is possible to modify 

different machine parameters, such as speed and time, based on specific needs. 

 Medical applications: Generally speaking, doctors can use AI programs to evaluate patients' conditions and 

examine side effects and other health risks related to medication. With the use of AI applications, such as 

different artificial surgery simulators (such as those that simulate the heart, gastrointestinal tract, brain, etc.), 

trainee surgeons can learn a lot. 

 No breaks: Unlike humans, who can work for eight hours a day with breaks, machines are designed to be able 

to work continuously for extended periods of time without experiencing any form of boredom or confusion. 

 Accelerate the rate of technological advancement: AI is a major component of the majority of cutting-edge 

technological advancements made globally. It aims at the creation of newer molecules and can generate 

various computational modelling programs. Moreover, AI technology is being applied to the creation of drug 

delivery formulations. 

 

DISADVANTAGES OF AI TECHNOLOGY: 

The important disadvantages of AI technology are as follows: 
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Fig. 3 Disadvantages of AI 

 Expensive: Adopting AI requires large financial outlays. The cost of designing, maintaining, and repairing 

complex machines is quite low. It takes a lot of time for the research and development department to create a 

single AI system. An AI machine's software needs to be updated regularly. Reinstallations and computer 

recovery are expensive and time-consuming processes. 

 No human replication: Robots with artificial intelligence (AI) capabilities are claimed to have human-like 

emotionlessness and cognitive processes, which offers advantages including improved task accuracy and 

objective performance. Robots can't make decisions when new problems arise, and they might provide false 

information. 

 Experience doesn't improve human resources: Experience does improve human resources. On the other hand, 

AI-powered machines are incapable of learning from experience. They are unable to distinguish between the 

hard-working and nonworking individuals. 

 Lack of original creativity: AI-enabled machines lack both emotional intelligence and sensitivity. People are 

able to see, hear, feel, and think. They are able to employ both their imagination and reasoning. Machines are 

not capable of achieving these features. 

 Jobless rates: The extensive application of AI technology across all industries could result in high rates of 

joblessness. Due to unfavourable unemployment, employees may become less creative and prone to bad work 

habits. 

 

CLASSIFICATION OF AI 

AI can be divided into the following categories based on whether it is now existent or not: 

 Type 1: Because it lacks a memory system, it is only useful for narrow applications where past experiences 

cannot be leveraged. It's referred to as a reactive machine. A chess program developed by IBM is one example 

of this memory in action; it can identify the checkers on the chess board and make predictions. 

 Type 2: It has a restricted memory system that allows it to use prior knowledge to solve various issues. 

Automatic car systems have the ability to make decisions based on recorded observations. These observations 

are used to record subsequent actions, but the records are not kept indefinitely. 

 Type 3: "Theory of Mind" serves as the basis. It suggests that individuals' distinct methods of intending, 

wanting, and thinking affect the choices they make. This system is an example of non-existent AI. 

 Type 4: It has a sense of self and is cognizant and self-aware. Furthermore, this system isn't even AI. 
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ROLE OF ARTIFICIAL INTELLIGENCE IN PHARMA 

The pharmaceutical industry can leverage technology breakthroughs to drive innovation. The most recent technological 

development that springs to mind is artificial intelligence, or the creation of computer systems capable of carrying out 

operations that would typically require human intelligence, like speech recognition, visual perception, decision-making, 

and language translation. According to an estimate from IBM, as of 2011, the entire Healthcare domain contained 

approximately 161 billion GB of data. The vast amount of data in this field makes artificial intelligence a valuable tool 

for data analysis and result presentation. This can aid in decision making, save human effort, time, and expense, and 

potentially save lives. Epidermis outbreak prediction: by utilizing machine learning and artificial intelligence, one can 

examine the past of previous outbreaks, examine social media activity, and forecast the location and timing of 

outbreaks with a high degree of accuracy.[11] 

In addition to the use cases already mentioned, there is a ton more, such as: Customizing the course of treatment; 

assisting in the development of new instruments for patients, doctors, etc. Research on clinical trials: using predictive 

analytics to find trial candidates by social media and visits to doctors. 

 

VARIOUS APPLICATION IN PHARMACEUTICAL FIELD 

A. In Formulation: 

Controlled release tablets: Hussain and colleagues at the University of Cincinnati (OH, USA) completed the first study 

using neural networks to model pharmaceutical formulations. They modelled the in vitro release properties of multiple 

medicines distributed in a matrix made up of different hydrophilic polymers in a number of studies. Neural networks 

were discovered to function rather effectively in every situation when it comes to drug release prediction while using a 

single hidden layer.[12] 

In a more recent study involving the formulation of diclofenac sodium from a matrix tablet prepared from acetyl 

alcohol, personnel from the pharmaceutical company KRKA (Smerjeska, Slovenia) and the University of Ljubljana 

(Slovenia) employed neural networks to predict the rate of drug release and to carry out optimization using two- and 

three-dimensional response surface analysis.[13] 

 

B. Immediate release tablets: 

Just three years ago, two papers signalled the start of this field's research. In one, Turkoglu and colleagues used 

statistics and neural networks to model hydrochlorothiazide pill formulations. They were affiliated with the Universities 

of Cincinnati and Marmara (Turkey). 

The networks developed were used to build three-dimensional plots of massing time, compression pressure, and 

crushing strength, or drug release, massing time, and compression pressure, in an attempt to optimize tablet strength or 

select the best lubricant. Despite the observed trends, no ideal formulations were provided. The patterns matched those 

produced by statistical methods. Similar neural network models were created, and genetic algorithms were used to 

optimize them. It was discovered that the ideal formulation was determined by the limitations imposed on the amounts 

of ingredients utilized in the formulation and the proportionate weight given to the output parameters. It was only 

possible to achieve low friability and high tablet strength at the cost of longer disintegration times. Lactose was the 

favoured diluent in every instance, and fluidized bed was the favoured granulating method.[15] 

 

C. In Product Development: 

The process of creating pharmaceuticals is a multivariate optimization problem. It involves optimizing process 

variables and formulas. One of the best things about artificial neural networks is that they can generalize. Because of 

these qualities, they can be used to address formulation optimization problems in the creation of pharmaceutical 

products.[16] When it came to creating solid dosage forms, ANN models showed better fitting and prediction abilities 

when analysing the impact of several parameters (like formulation and compression parameters) on tablet 

characteristics (like dissolving). ANNs were a useful tool in the creation of micro emulsion-based, minimally invasive 

medication delivery devices. 
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D. In Drug Discovery 

Among the leading biopharmaceutical companies' current AI initiatives are: 

A mobile platform that uses real-time data collection to make patient recommendations that improve patient outcomes. 

Software firms and pharmaceutical corporations are working together to incorporate cutting-edge technologies into the 

costly and time-consuming drug discovery process.[17] 

One common phase in the protracted drug discovery process is testing chemicals against samples of sick cells. To find 

chemicals that are biologically active and deserving of more research, more analysis is required. 

Novartis research teams use images from machine learning algorithms to predict which untested compounds might be 

worth further investigation, which expedites the screening process. New and efficient medications can be made 

available sooner thanks to computers' significantly faster discovery of new data sets than traditional human analysis and 

laboratory experiments. This also lowers the operational costs related to the labour-intensive manual investigation of 

each compound. Even with its benefits, AI still has to deal with a lot of data, including data size, growth, diversity, and 

uncertainty. Millions of compounds may be present in the drug development data sets made available to pharmaceutical 

companies; conventional machine learning tools may not be able to handle this kind of data. A computational model 

based on the quantitative structure-activity relationship (QSAR) can predict a large number of compounds or basic 

physicochemical parameters like log P or log D very quickly. Nevertheless, these models are not very good at 

forecasting complex biological traits like drug efficacy and adverse effects.[21] 

 

E. In Pharmaceutical Manufacturing 

The increasing complexity of manufacturing processes and the need for greater productivity and better product quality 

are driving changes in manufacturing practices, and modern manufacturing systems are striving to transfer human 

knowledge to machines.[22] The novel Computer platform integrates various chemical codes to enable digital 

automation for the synthesis and manufacture of molecules through the use of a scripting language called Chemical 

Assembly.[23] 

The synthesis and production of ralfinamide, diphenhydramine hydrochloride, and sildenafil have all been 

accomplished with success; the yield and purity are noticeably comparable to those of manual synthesis.[24] In the 

pharmaceutical industry, DEM is widely used for research purposes. Examples of applications include analysing the 

time that tablets spend under the spray zone, predicting the possible path of the tablets during the coating process, and 

studying the segregation of powders in a binary mixture.[25] AI tools called tablet-classifier and meta-classifier assist 

in regulating the final product's quality standard by flagging potential manufacturing errors in tablets.[26] 

 

F. In Quality Control And Quality Assurance 

A variety of factors must be balanced in order to manufacture the desired product from the raw materials.[27] Manual 

intervention is needed to maintain batch-to-batch consistency and conduct quality control tests on the products. This 

may not be the optimal course of action in every situation, highlighting the necessity of implementing AI at this time. 

Artificial Intelligence (AI) has the potential to regulate in-line manufacturing processes in order to attain the intended 

product standard.[28] Utilizing a combination of local search, back propagation, and self-adaptive evolution, ANN-

based monitoring of the freeze-drying process is used. This can eventually aid in maintaining control over the quality of 

the finished product by predicting the temperature and desiccated-cake thickness at a future time point (t + Dt) for a 

specific set of operating conditions.[29] 

The product's quality assurance can be ensured by combining sophisticated, perceptive procedures with an automated 

data entry platform, such as an Electronic Lab Notebook.[30] Furthermore, data mining and other knowledge discovery 

methods inside the Total Quality Management expert system can be helpful in the development of new technologies for 

intelligent quality control and in supporting intricate decision-making.[31] 

 

G. In Clinical Trial Design 

To determine a therapeutic product's safety and efficacy in people for a particular illness condition, clinical trials 

require a substantial financial investment and duration of six to seven years. Unfortunately, the industry loses a lot of 

money because only one molecule out of ten that goes through these studies gets approved.[32] Patient enrolment takes 
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up one-third of the trial's time. A clinical trials effectiveness depends on selecting the correct patients, as 86% of failure 

cases occur when this isn't done.[33] While keeping the selected patient group in mind, preclinical molecule discovery 

and early lead compound prediction employing additional AI elements, such as predictive machine learning and other 

reasoning techniques, help in the early identification of lead molecules that would pass clinical trials. Patient dropouts 

account for thirty percent of clinical trial failures, resulting in additional recruiting criteria needed to finish the trial and 

wasting money and time. Close patient observation and support in following the specified clinical trial procedure can 

help avoid this.[35] Ai Cure created mobile software to track schizophrenia patients' consistent medication intake 

during a Phase II trial. This resulted in a 25% increase in patient adherence and the successful completion of the clinical 

trial. 

 

H. In Pharmaceutical Product Management 

Market positioning, which is the process of giving a product a personality in the marketplace to entice customers to 

purchase it, is a crucial component of most business strategies for organizations looking to forge their own distinctive 

identities.[36, 37] This strategy was applied in the promotion of the original Viagra brand, which the business marketed 

to treat other issues impacting quality of life in addition to erectile dysfunction in men.[38] Technology and e-

commerce as a platform have made it simpler for businesses to establish their brand's organic recognition in the public 

sphere. As the Internet Advertising Bureau has also confirmed, businesses use search engines as one of the technology 

platforms to take centre stage in online marketing and aid in the positioning of the product in the market. Businesses 

constantly strive to make their websites rank higher than those of competitors, which quickly establishes their 

brand.[39] 

 

I. In Hospital Pharmacy 

AI is being used in hospital pharmacy-based health care systems in a number of ways, including selecting appropriate 

or available administration routes, treatment policies, and organizing dosage forms for individual patients. 

 Updating medical records: Keeping up with patients' medical records is a difficult task. The AI system makes 

data collection, storage, normalization, and tracing easier. The Google Deep Mind health project facilitates the 

expeditious excavation of medical records. Thus, this project is helpful in providing faster and better 

healthcare.  

 Creating treatment plans: AI technology makes it feasible to create efficient treatment plans. An artificial 

intelligence (AI) system is required to take control of the situation when a patient develops a critical condition 

and choosing an appropriate treatment plan becomes challenging 

 Assisting with repetitive tasks: Another area where artificial intelligence (AI) technology is useful is in the 

analysis of radiology, X-ray imaging, ECHO, ECG, and other tests that are used to discover and detect 

diseases or problems.  

Help with health and medication: It has been recognized recently that the use of AI technology can be beneficial in 

offering both health support services and pharmaceutical help. Patients can monitor their status and receive assistance 

from an app called Ai Cure, which tracks them via their smartphone's webcam. 

 

J. To Predict New Treatments 

Verge is addressing the primary issues in drug discovery through automated data collection and analysis. To put it 

another way, they are mapping out hundreds of genes that have intricate roles in brain disorders like ALS, Parkinson's, 

and Alzheimer's by using an algorithmic approach. Verge posits that the collection and analysis of gene data will have a 

beneficial effect on the drug discovery process, beginning with preclinical trials. The idea is that Verge can monitor, 

beginning in the preclinical stage, the effects that particular drug treatments have on the human brain using artificial 

intelligence. Consequently, pharmaceutical companies can obtain a more accurate early-stage picture regarding a drug's 

efficacy on human cells. More particular, Verge employs artificial intelligence to monitor the effects of specific 

treatments on the human brain, with an emphasis on the preclinical stage. 
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TOOLS OF ARTIFICIAL INTELLEGENCE 

Numerous instruments have been created to tackle the diverse problems confronting the pharmaceutical sector. The 

techniques have yielded positive outcomes. Here are a few well-known instruments that have become incredibly 

popular. 

 

a. IBM Watson for oncology 

Supercomputers dubbed Watson are developed by IBM. To answer questions, a combination of advanced analytical 

software and artificial intelligence device design is used. It is intended to help oncologists make better decisions when 

treating cancer. It assigns treatment options based on the information gathered by evaluating a patient's medical data 

from a vast network of data and expertise. It works well for deciphering context and meaning from clinical notes and 

reports, whether they are appropriately structured or not. It can simply compile analytical data about the patient and 

write it in understandable terms, which can prove to be a crucial step in giving the patient the right treatment plan.It 

combines important aspects from the patient file with data, clinical research, and outside research to determine or 

recommend the best possible treatment plans for the patient. Watson has amassed a vast collection of data from over 

200 textbooks, 12 million text pages, over 290 medical journals, and rationales selected by MSK.[43] 

 

b. Robot pharmacy 

To increase patient safety, UCSF Medical Centre uses robotic technology for drug preparation and tracking. They assert 

that 3,50,000 doses of medication have been successfully and nearly error-free manufactured by the technology. The 

robot has proven to be much more accurate at delivering medication than people, and it is also smaller. Robotic 

technology can be used to produce injectable and oral drugs, including hazardous chemotherapy medications. Together 

with the doctors, the UCSF nurses and pharmacists can now focus on direct patient care, giving them greater 

opportunities to hone their talents.[44] 

 

c. MEDi robot 

MEDi is well-known for its engineering design intelligence and medicine. An Albertan professor of community health 

sciences at the University of Calgary oversaw a pain management robot project. When she was working in a hospital 

and witnessed children screaming during medical procedures, she got the idea to build this robot.[45] After establishing 

a cordial rapport with the kids, the robot explains to them what to expect during a medical procedure. It provides them 

with instructions on what to do, how to breathe, and how to handle the medical procedure.[46] 

 

d. Erica robot 

Erica is a novel care robot designed by Hiroshi Ishiguro, a professor at Osaka University in Japan. Erica was developed 

by the Japan Science and Technology Agency, Kyoto University, and the Advanced Telecommunications Research 

Institute International (ATR). It speaks Japanese and has a mixed Asian and European face.[47]  Like any other typical 

person, it wishes to have a life partner with whom it might have conversations. It also likes to watch animated films and 

visit countries in Southeast Asia. While the robot is unable to move on its own, it is capable of understanding inquiries 

and responding with human-like facial expressions. Ishiguro created the robot's nose, eyes, and other attributes by 

averaging the features of thirty attractive women. Erica is the "most beautiful and intelligent" android.[48] 

 

FUTURE SCOPE 

AI's primary potential in the pharmaceutical sector is to lower costs and boost productivity. Numerous studies have 

shown that dynamic learning, as opposed to traditional AI and information sub sampling approaches, can distinguish 

remarkably accurate AI models with half or less information. Though the exact cause of this improved productivity is 

unknown, it seems that fewer repetitions and predispositions, along with obtaining more important data to translate 

choice limits, are important factors in this better execution. Therefore, screening costs seem to be lowered by as much 

as 90% without accounting for the anticipated mechanical overhead for actually carrying out dynamic learning efforts. 
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II. CONCLUSION 

Humans are the most unpredictable, creative, and creative knowledge-storing machines that have ever existed. 

However, this statement was only true a few years or decades before artificial intelligence (AI) was created. A.I. is 

1000 times quicker, error-free, cost- and time-efficient, and capable of doing tasks more quickly than humans. 

However, keep in mind that artificial intelligence (AI) was developed exclusively by humans. Let's examine whether 

this technology turns into hell or paradise, as Stephen Hawking famously predicted, "This may mean the end of human 

race." Everything has two sides: a GOOD side and a BAD side. However, as AI has evolved, the number of humans has 

decreased. 

Even while AI can expedite the creation of new drugs, actual studies must still be carried out. Furthermore, gene 

therapy and other therapies that is not now available to us as medical instruments can benefit from the assistance of AI. 

Along with AI, the prospect of merging gene therapy, pharmacology, and regenerative medicine appears. Redesigning 

clinical trial designs and applying AI tools to do so are crucial components of a much-needed drug development cycle 

revamp. 

 

ABBREVIATIONS 

Relationships between quantitative structure and activity (QSAR) and properties (QSPR) are demonstrated by artificial 

neural networks (ANN), deep neural networks (DNN), generative adversarial networks (GAN), artificial general 

intelligence (AGI), artificial narrow intelligence (ANI), and so forth. RNN is an acronym for Recurrent Neural 

Network, and SAS is an acronym for Synthetic Accessibility Score. 
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