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Abstract: For businesses and manufacturers, opinion information is extremely essential. They frequently 

want to know intimately what their goods and services think of customers and the public. It is nonetheless 

unrealistic to read every article manually on the site and extract valuable views from it. If you do it 

manually, too much info is available. Sentiment analysis provides for efficient and cost-effective large-scale 

processing of data. To learn more about sentiment analysis, this author examines how sentiment analysis is 

used by businesses to identify their strengths & limitations. This paper summarizes the sentiment analysis 

on amazon reviews with its application and classification levels. This work reviews sentiment classification 

techniques and also studies feature selection in sentiment analysis. In addition, it provides the introduction 

of natural language processing and its techniques, and limitations. At last, we described text mining in this 

paper. 
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I. INTRODUCTION 

Data mining is the research phase of "document data discovery." This is a technique for making decisions and 

extracting information from huge amounts of data. It is a technique for removing knowledge from data. Sentiment 

analysis is a term that relates to the processing of natural language [1]. Sentiment Analysis (SA), sometimes referred to 

as Opinion Mining (OM), is a study of people's sentiments, views, & emotions about various entities. Opinions are 

important to virtually all human endeavors because they have a significant effect on how people behave. When a 

decision must be made, people seek out the views of others. In the real world, businesses and organizations are 

interested in learning what the majority think about their goods & services. On the other side, customers need to 

identify what others think of a product before making a purchase. Individuals have historically sought counsel from 

friends and family, while corporations have conducted surveys or organized focus groups. Nonetheless, as social 

networks like Facebook & Twitter have grown in popularity, people and organizations have begun to rely on the data 

given by these platforms to aid in their decision-making processes. SA, often called opinion mining, developed out of 

this context [2].  

Sentiments convey the customer's perspective, which may be good or negative, or it may be neutral [3]. Sentiment 

classification also referred to as OM, is a method of determining the sentiment category to which textual content 

belongs automatically. We may broadly classify their views, comments, and documents into two categories. There are 

two types of sentiment: numerical and categorical. A common instance of numerical sentiment is the rating system seen 

on e-commerce websites. The business evaluates the public's response by using this grading system. Categorical SA is a 

method utilized to categorize comments & evaluations. Binary (positive & negative), ternary (positive, negative, & 

neutral), as well as numerous categories (happy, sad,angry, etc.), are available [4]. Opinions have evolved into critical 

components of all human endeavours. 

One of the main methods to promote SA is NLP (Natural Language Processing). It is an artificial intelligence sub-

domain that enablesthe computer-aided system to comprehend many languages as spoken or spoken by human beings. 

The main aim of the NLP is to comprehend the unstructured materials in social media and to organize the same for SA. 
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NLP emphasizes primarily reading & interpreting the text of the free form in an analysis format. Opinion mining is 

therefore the main application field in which NLP is a major component. Another frequent application where NLP plays 

a key role also helps search engines like Google to adjust their search algorithms to comprehend and interpret various 

situations and to generate appropriate search results. [5]. 

Information Retrieval (IR) plays an essential function in online search engines in accessing the most relevant user input 

query information. It is a mainstream of online search engines and their fundamentals. Recovery of information is how 

information is collected and presented from the biggest information collection according to the user's input query. 

Whenever a user wants to access the data, a formal statement must be entered in a search engine. This formal statement 

is also known as the input query of a search engine. A query does not receive and display a single information resource 

in the biggest information resource collection. Instead, numerous information sites matched by the input query are 

displayed. The user will be presented with the most related information resources. 

The remaining paper is systematized as follows: section II gives a small introduction to opinion mining. Section III 

elaborates a sentiment analysis with its applications and classifications levels. It talks about various sentiment 

classification techniques in Section IV. Section V presents a small part of feature selection in sentiment analysis. The 

overview of NLP (Natural language processing) has given with these applications and limitations in Section VI. Section 

VII provides a detailed overview of text mining also describes its techniques, applications, and limitations. Section VIII 

presents the literature review. At last, Section IX concludes this work. 

 

II. OPINION MINING 

Opinion mining (OM) is a technique for identifying and extracting subjective data from text documents. Sentimental 

analysis is another term for opinion mining. The sentiment may be based on his or her assessment of goods customer 

reviews. 

Two techniques exist for predicting sentiment: 

 Direct opinions: Text documents that provide an explicit favourable or negative opinion on a product. For 

instance, "This mobile's battery backup is inadequate.". 

 Comparison Opinions: Opinions expressed in a text document to compare one object to another object. 

 

Opinion Mining Techniques 

 Techniques are classified into three broad categories (fig. 2):  

 Supervised Learning Techniques: Support Vector Machines (SVM), Neural networks (NNs), Multi-Layer 

Perceptron (MLP), Naive Bayes (NB) Classification, Decision trees (DTs), and Maximum Entropy 

(MaxEnt) arethe most frequently utilized supervised learning methods.  

 Unsupervised Learning Techniques: The most often utilized techniques are clustering, expectation-

maximization, matrix factorization, and principal component analysis (PCA).  

 Case-Based Reasoning: It is a newly discovered artificial method. CBR is a sophisticated technique for 

computer reasoning that solves problems in real-time. The solution is maintained in a CBR repository, often 

referred to as a case base. 

 

Applications 

The following are the most common applications of SA & OM. 

 Opinion spam detection: People may write product reviews with negative intent. Opinion mining and 

sentiment analysis can distinguish between spam and non-spam content in these evaluations.  

 Purchasing Product or Service: People may readily assess other people's opinions and experiences regarding 

any product or service using this approach, as well as compare rival brands. 

 Quality Improvement in Product or service: This allows the manufacturer to collect both critical and 

positive feedback on their product or service, allowing them to enhance the quality of their product or service.  

 Marketing research: It is possible to evaluate a product or service in light of a new government policy. All of 

these findings may be credited to collective intelligence research. 
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 Policy-Making: Policymakers may use sentiment analysis to ascertain citizens' perceptions of a certain policy 

and use this information to develop new, more citizen-friendly policies.  

 Decision Making: Individuals' perspectives and experiences are very valuable in the decision-making process. 

It provides analyzed public opinion that may be utilized to make sound decisions. 

 

III. SENTIMENT ANALYSIS 

Sentiment Analysis (SA) has become numerous areas of computational study in NLP [6], [7]. Generally, SA is 

concerned with the mining of information of sentiments or views of a group on a certain subject. Furthermore, at the 

document level sentiments are obtained from certain applications. For additional research investigations including 

sentiment or opinion-based studies, opinion-based summarization, emotion or mood extraction, and genre differences 

are taken into consideration. 

 
Fig. 1: Sentiment Analysis 

Generally, SA entails series of intricate processes. Some tasks surround the study, including subjective analysis, 

sentiment classification, object or aspect-based extraction, & opinion holder extraction. Subjective analysis entails 

analyzing text document or phrase to determine if it is subjective or objective. Those documents and phrases labeled as 

aims are immediately deleted after this stage since they are not of much value for the SA process. Sentiment 

classification entails determining the polarity of filtered sentences' sentiments. Based on the circumstances, these 

phrases are classified as positive, negative, or neutral sentiments. A critical task is an aspect or object-based extraction, 

which is the primary focus element in SA. In certain instances, the task of identifying the opinion holder becomes 

critical since it is necessary to know the author of view [8]. 

 

Application of Sentiment Analysis 

 
Fig. 2: Application of sentiment analysis 

SA has a broad variety of applications. SA may be employed in a variety of circumstances, including those involving 

politics, product evaluations, movie reviews, and posts on social media. Figure 3 illustrates how SA is used in the 
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context of movie reviews. Froma wider & more global perspective, SA has been pushed into the spotlight due to the 

possibility of gathering more accurate and comprehensive data from social media sites such as Facebook, LinkedIn, & 

Twitter [9]. 

 

Classification Levels 

SA is seen as a three-layered strategy. 1st layer is a document-based layer. 2ndis a sentence-based approach. 3rd level is 

the aspect level, which is sometimes referred to as the word or phrase level. 

1. Document Level:1st level is referred to as document level in SA. At this level, the whole of a document is 

evaluated for SA purposes. In this approach of performing SA, the source of the opinion is assumed to be a 

single source or a single entity [10]. At this level, sentiment regression has been found to constitute a distinct 

feature of SA [11], [12]. Numerous studies have resorted to supervised learning to estimate document 

evaluations to ascertain the degree of a positive or negative perspective [13]. 

2. Sentence Level: Numerous research papers exist that categorize and analyze each phrase in a document or 

part of the text as subjective or objective. In one instance, the authors [11] suggest doing SA only on 

subjective phrases after classification. Machine learning has been a boon to academics and scholars in this area 

as a technique for identifying subjective sentences. In one research [12], researchers presented a model 

depending upon logarithmic probability rates & no. of the root, words to serve as a foundation for a scorecard 

used to categorize every subjective phrase categorized. Another article [13] proposed a model that incorporates 

sentiments of all words in a phrase to provide complete sentiment for the sentence under examination. 

3. Aspect Level: Aspect Level SA is intended to solve limitations of SA at document & sentence levels. With the 

assistance of SA, fine-grained control may be exercised. The objective of aspect level SA is to critically & 

analyze opinion. SA at the aspect level implies that an opinion may only be represented in one of four ways: 

positively, neutrally, negatively, or as an explicit objective sentiment [14][15]. 

 

IV. SENTIMENT CLASSIFICATION TECHNIQUES 

Sentiment Classification techniques are classified aslexicon-based, machine learning, & hybrid approach. 

 
Fig. 3: Tree diagram of sentiment classification techniques 

 

Machine Learning Approach 

SA is a challenge of universal text classification that requires the incorporation of syntactic & linguistic characteristics. 

The text classification problem is defined as follows: We have a collection of training documents Doc = {Y1, 

Y2,...,Yn}, each of which is labeled with class. The classification model is suitable for underlying record's 

characteristics that need to be classified according to the class label. Model is then utilized to predict the class label for 

a given instance of an undiscovered class. The difficult categorization issue occurs when an instance is assigned just 
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one label. When the probabilistic value of labels is assigned to an instance, this is referred to as the soft classification 

issue. 

Supervised Learning 

The availability of labeled training data is required for the supervised methods. There are many types of supervised 

classifiers; however, NB (Naive Bayes),SVM (Support Vector Machine), and RF(Random Forest) are most commonly 

employed in SA. 

 Naïve Bayes (NB):NB is a simple and easy but powerful category set of rules. It is primarily used for file-

stage classification. Naive Bayes classifiers are computationally rapid whilst taking selections. Naïve Bayes 

Classifier is well used in real problems together with electronic mail Spam detection, Sentiment analysis, and 

Sexual content detection. 

 Support Vector Machine (SVM):SVM is a discriminative classifier i.e. popular due to its successful text 

categorization method. It is a statistical classification technique SVM maps input (actual-valued) feature 

vectors right into a higher dimensional feature area via a few nonlinear mappings. SVMs are developed on the 

precept of structural hazard minimization. The structural hazard minimization seeks to discover a hypothesis 

(h) for which one can locate the bottom probability of blunders whereas the conventional mastering strategies 

for pattern reputation are primarily based on the minimization of the empirical chance, that's a try and optimize 

the performance of the gaining knowledge of set. 

 Neural Network: Neural Networks are a class of fashions within the widespread gadget gaining knowledge of 

literature. Neural networks are a particular set of algorithms that have transformed machine learning. They are 

inspired with the aid of organic neural networks and the popular so-called deep neural networks have shown to 

work quite properly. Neural Networks are themselves standard feature processes, that is why they can be hired 

to almost any device learning trouble regarding studying a complex mapping from the entrance to the output 

area. 

 

Unsupervised Learning 

This is no longer a category, but they do not offer its proper goals in any way, necessitating the use of clustering. 

Table 1: Comparing Techniques of Sentiment Classification 
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Lexicon-based Approach 

Numerous emotion class assignments include the usage of opinion expressions. Positive opinion phrases are used to 

describe certain preferred activities, whereas negative opinion phrases are used to describe a few undesirable 

occurrences Additionally, there have been opinion expressions as well as idioms that contribute to this opinion lexicon's 

composition. There are three critical ways of delivering or compiling an opinion phrase list. This manual technique is 

time-consuming but is not utilized alone. It has been used in combination with those other automated processes as a last 

check to ensure that automated techniques do not make errors. 

 

Dictionary-based Approach 

This little collection of opinions related to well-known guidelines has been gathered manually. This collection is then 

supplemented by the search for synonyms and antonyms infamous companies such as WordNet or the Merriam-

Webster dictionary. These additional words were added to the basic list, as well as the following iteration begins 

evolving. When no new word is identified, this iterative mechanism comes to a halt. Once the procedure is complete, 

this manual inspection may be used to identify and fix problems. This dictionary-based method's main shortcoming has 

been its inability to detect opinion words that discipline- but also context-specific orientations. 

 

Corpus-based approach 

This corpus-based method alleviates difficulties associated with learning opinion words when they are used in context-

specific contexts. Its methods are based on syntactic patterns and styles that often coexist with a single root list of 

opinion words to discover more opinion words in a big corpus. 

 

V. FEATURE SELECTION IN SENTIMENT ANALYSIS 

This job of SA is classified as a sentiment classification issue. This SC issue begins with extraction as well as a 

selection of text characteristics. Several current features include the following: These terms presence, as well as 

frequency, are used interchangeably. Individual words or word n-grams, and their frequency counts, are included in 

features. It either weighs binary words (null if they exist, one if it does not) or it utilizes term frequency weights to 

show the relative significance of characteristics. Parts of speech (POS): Identifying adjectives that are significant 

indications of the point of view of a person. Opinion words or phrases: they are often used words or phrases that 

express opinions, whether good or negative, liked or disliked. On the other hand, some sentences convey views without 

the use of opinion words. As an illustration, it cost me both an arm and a leg. Negative words: the existence of negative 

words havethe potential to change an individual's viewpoint, since not good equals bad [16]. 

 

VI. NATURAL LANGUAGE PROCESSING 

NLP is a subfield of AI (Artificial Intelligence) as well as Linguistics concerned with programming computers to 

comprehend statements or phrases written in human languages. NLP was created to facilitate user interaction as well as 

to fulfill that user's desire to speak with the computer in natural language. Given that not all users are fluent in machine-

specific languages, NLP assists users who lack the time or inclination to acquire new languages to improve existing 

ones. A language may be thought of as a collection of rules or as a collection of symbols. Combinations of symbols 

have been used to communicate or broadcast information. These Rules tyrannise symbols. NLP is fundamentally 

divided into two components: Natural Language Understanding but instead Natural Language Generation, which also 

develops with job of text comprehension as well as generation [17]. 

 

Applications of NLP 

Text-based applications These applications include searching over a certain topic or phrase in such a database, 

extracting data from a long text, translating one language to another, as well as summarizing information for a variety 

of purposes. 

Exchange-based applications Typical instances include frameworks for question-answering, administrations that can be 

given so over the phone without assistance of an operator, instructional systems, voice-controlled machines (that accept 

instructions through speech), as well as frameworks for general problem-solving [18]. 
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Limitations of NLP 

In principle, natural language processing is a very appealing way of human-computer interaction. Natural language 

recognition requires a thorough understanding of the external environment. Earlier systems, such as SHRDLU, used 

limited "block words" but also vocabularies and functioned very well. However, it quickly failed when the systems 

were expanded to more realistic scenarios including ambiguity as well as complexity seen in the real world. Thus, 

creating an NLP application is difficult since computers need people to "talk" to them in a precise, clear, and highly 

organized programming language. Natural language processing is plagued by ambiguity, vagueness, as well as 

uncertainty. These issues must be addressed regardless of whether one is working with a single phrase or a speech. That 

key issue in NLP is ambiguity. Ambiguity is a term that refers to an expression (word/phrase/sentence) that has many 

meanings. Ambiguity may arise at many levels of analysis, including lexical, syntactic, semantic, discourse, as well as 

pragmatic [19]. 

 

VII. TEXT MINING 

This process of extracting important information, knowledge, as well as patterns through unstructured text documents is 

known as text mining. Text classification, text clustering, document summarizing, as well as sentiment analysis, are 

examples of text mining tasks. There are a variety of methods as well as tools for mining text for useful information for 

future prediction and decision-making. Text mining has become an important study area. By extracting data from 

different assembled assets, Text Mining reveals fresh as well as previously hidden facts. A survey of Text Mining 

methods & applications is presented in this article. Unstructured text documents of different sources include a large 

quantity of data that should not be processed in any way to extract valuable information. 

Text mining is a technique of extracting information from huge volumes of unstructured text to find new, previously 

undiscovered information and knowledge. In general, humans find unstructured language to be simple, while computer 

programmes find it to be very difficult [20]. 

 

Text Mining Techniques 

 Information Extraction: The first step for computers is to detect amorphous typescript by identifying 

keywords as transactions within the text. Its goal is to extract useful information from large amounts of text. 

 Information Retrieval: For a longer time, database systems have been under development in the area of 

information retrieval.  The goal of information retrieval is to get a document that contains the exact 

information that the user has obtained. 

 Summarization: A content summary is a process of gathering as well as creating succinct 3 representations of 

documents containing original text. To summarize, that raw text is taken initially, followed by preparation and 

processing procedures. Three techniques are used in pre-processing, including tokenization, stemming, as well 

as word elimination. 

 Clustering: It is the division of a set of items or data into a collection of relevant but comprehensible 

subclasses. Clustering is mostly used to create a collection of documents and files that are similar. This 

clustering method divides records in a dataset into groups so that themes within each cluster were similar but 

topics across clusters are distinct. 

 Categorization: These main topics of a text were identified during classification. It is accomplished by 

categorizing these papers into a set of preset categories. This is possible to classify this text as a "bag of 

words." Because information extraction attempts to process that real information, while classification does not 

[21]. 

 

Text Mining Applications 

 Extraction Transformation Loading 

 Competitive Intelligence 

 Customer Relationship Management (CRM) 

 Human resource management 
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 Questioning in Natural Language 

 Market Analysis (MA). 

 

Limitations in Text Mining  

The complication may be discovered early on in the in-text mining process. There is preprocessing step, many rules and 

standards were carefully established to govern its content, making text mining more efficient. Unstructured data must 

first be transformed into an intermediate format before pattern analysis can be performed, but this step with the in-text 

mining process will have its own set of disadvantages. That actual topic of data may be lost several times owing to a 

change within the text's sequence [22]. 

 

VIII. LITERATURE REVIEW 

Some of the research work which guides me in the way of completing my paper is discussed below: 

(Y. A. Solangi et al., 2018) Opinion mining has lately been a lively study area due to research difficulties. Natural 

Language Processing (NLP) methods for OM but also SA were discussed in this work. Initially, NLP is reviewed, 

followed by a discussion of the most frequent as well as effective preprocessing procedures. This work analyses as well 

as reviews opinion mining at different levels. Finally, problems were discovered as well as recommendations for 

opinion mining but also sentiment analysis were made[23]. 

(S. Naz et al., 2018) This suggested technique tackles the categorization of Twitter sentiments by utilizing an ML 

classification model that uses many textual features, notably Twitter data N-grams. Additionally, they examined the 

effect of weighting on classifier accuracy using three distinct weighting methods. Additionally, a sentiment score vector 

derived from tweets is utilized to augment this SVM classifier's performance [24]. 

(M. Wongkar et al., 2019) The study was aimed at creating a sentiment analysis app of presidential candidates from 

the Republic of Indonesia for 2019 utilizing the Python programming language. According to with findings of this 

research, the positive sentiment polarity of Jokowi-Ma'ruf Amin combination was 45.45%, while its Prabowo-Sandiaga 

duo got a positive sentiment score of 44.32 percent as well as a negative sentiment score of 55.68 percent. This 

combined data then was evaluated against training data in each presidential contender, yielding an accuracy of 80.90% 

80.10%. Its naive Bayes, SVM, but also K-NN (K-Nearest Neighbor) techniques were compared in this research using 

RapidMiner. That naive Bayes precision value had been 75.58 percent, the SVM precision value has been 63.99 

percent, as well as K-NN precision value has been 73.34 percent[25]. 

(Y. Jing et.al.,2019) Present work suggests an online review sentiment categorization technique dependent on text 

document subject analysis as well as semantic analysis of sentiment terms. To begin, the subject of text documents as 

well as a topic of words were determined using the LDA technique. Then, Word2Vec is used to train these word vectors 

upon those words in text documents as well as words within the sentiment dictionary. Semantic similarity is computed 

between words with documents, as well as among words in a text document & words in a sentiment dictionary. Lastly, 

utilizing these two types of semantic similarity, these words with the greatest similarity were chosen as the text 

document's main categorization characteristics. Experiments show that the system performs well but has the potential to 

enhance the impact of internet reviews on sentiment categorization [26]. 

(J. Ramakrishnan et al.,2020) theobjective of this work is to offer an overview of techniques as well as uses of 

opinion mining. This work provides an overview of OM as well as related techniques but also examines uses as well as 

challenges associated with OM based on prior research. With the development of internet technology, a vast amount of 

information is available just on the web for internet users. Those users not only browse to available resources upon that 

web but also provide comments, resulting in the creation of more valuable data. OM is considered a branch of NLP, 

information retrieval, and data mining. It is a method for separating people's ideas but also observations from unformed 

material, that has become a more effective, appealing, as well as complicated problem like a result of the growth of 

online social media as well as a massive quantity of user input. Its basic concept of OM is categorizing text as positive 

(good), neutral (unexpected), or negative (bad) [27]. 

(G. Li, Q.et al.,2020) To allow a model to explicitly acquire sentiment knowledge included in Chinese text, this article 

presents a network model based upon sentiment information (SINM). For model components, they can use a 

Transformer encoder as well as LSTM. They can automatically detect sentiment knowledge in Chinese text using a 
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Chinese emotional lexicon. SINM developed a hybrid task learning technique for purpose of learning useful emotional 

expressions as well as predicting sentiment trends. So, begin, SINM must acquire sentiment information from text. 

SINM will prioritize sentiment information above irrelevant information when supplementary emotional information is 

present. SINM outperforms as well as generalizes most current techniques in experiments conducted just on 

ChnSentiCorp and ChnFoodReviews datasets[28]. 

(K. Jia et.al.,2020) This work improves its technique for calculating the strength of emotions associated with various 

emotion categories within the emotion dictionary. To start, they utilize word2vec to train emotional word vectors from 

a broad microblog text, choose benchmark words for each emotional category and estimate their similarities among 

emotional words vector and benchmarking words vector, to gain the emotional intensity of distinct emotional classes. 

Then, they examine the effect of negative words as well as degree adverbs upon that emotional propensity of various 

categories of emotion words, as well as establish criteria for emotion semantic calculation. Finally, they integrate this 

emotion dictionary as well as semantic criteria to determine the emotional intensity of various emotional categories in 

microblogs, thus completing the emotion categorization. Our approach is successful, as shown by the experimental 

findings[29]. 

(A. Guezzazet.al., 2021) The primary aim of this research is to construct and verify a heterogeneous categorization of 

traffic that can classify gathered events inside the networks. During the analysis and categorization of data activities, 

intrusion sensor systems suffer from various vulnerabilities. New techniques of analysis should be developed to build a 

suitable system to monitor circulating traffic to resolve this problem. The latest prototype is dependent on a suggested 

ML method comprising input layer, hidden layer, and output layer. Improvement of weights and the validation method 

for the prototype are suggested by a trustworthy training algorithm. Before the analytical phase, preprocessing is 

performed to traffic gathered. This article discusses the validation mathematically of a novel ML categorization for 

heterogeneous traffic and detection of anomalies[30]. 

 

IX. CONCLUSION 

A classification of sentiments is a difficult field with a great deal of fence since it includes the understanding of natural 

language & hidden emotions. It enables a wide variety of applications to profit from its results, including film reviews, 

product evaluations, news analytics and marketing, question answers, and knowledge bases. There are many fields in 

the classification of sentiments where much improvement using existing techniques is required. This study offers a 

short overview of the categorization of feelings, the kind of classification of sentiments, and the comparison of 

classification methods. People's interest in non-English languages in this classification of sentiments is increasing day 

after day as there remains a shortage of resources and studies on them. For many natural languages, building resources 

utilized in sentiment classification tasks are still required. The survey also reveals several significant difficulties in 

assessing sentiments. 
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